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In engineering courses, exams and homework assignments are among the standard tools used to assess students’

performance and comprehension of coursematerial. However, they do not always provide opportunities to reveal whether

students truly understand related engineering concepts. This paper seeks to bridge that research gap by using eye-tracking

technology to observe how students solve statics problems. In a within-subject experiment, twenty participants were asked

to solve nine statics problems shown on a computer display. A non-invasive eye-tracker was used to record participants’

eye movements during the problem solving process. Participants were then asked to explain how they solved three

representative problems. The results show that different eye gaze patterns exist between those who solved problems

correctly and those who solved them incorrectly. For the specific concepts involved in solving these problems, those who

correctly understood the concepts also exhibited different eye gaze patterns than those who did not. We also found that

students’ spatial visualization skills positively correlate with their performance when solving statics problems. This

investigation showed that eye gaze data has the potential to serve as a diagnostic tool to discern how students solve statics

problems and understand related engineering concepts. These results may provide insight into students’ problem-solving

strategies and difficulties, and help instructors choose more adaptive teaching methods for students.
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1. Introduction

Engineering is a challenging discipline of study.

According to Budny’s research on freshman perfor-

mance in engineering courses at Purdue University

[1], over a span of fifteen years (1978–1993) approxi-
mately 36% of the entering engineering students

failed to complete the freshman requirements and

thus did not transfer into one of the professional

schools of engineering. Interviews with these stu-

dents indicated that the main reason for leaving

engineering was difficulty with calculus, chemistry,

or physics. Instructors have developed multiple

assessment tools, such as homework, projects, and
exams to assess students’ grasp of subject matter

and their ability to apply new concepts [2].

These assessment tools, however, do not always

encourage a deep understanding of subject matter

[3]. For instance, Cooper et al. [4] argued that in

chemical engineering courses, examinations and

quizzes—including both short answer and multiple

choice—give very little insight into the problem-
solving process itself. Sometimes it is not easy for

teachers and evaluators to determine whether a

student’s unsatisfactory performance is the result

of misunderstanding the topics discussed, weakness

in spatial thinking, or other factors [5]. Students

who choose the correct answers in these tests may

not completely understand the related concepts.

Many investigators suggest think-aloud protocols
and oral tests (i.e., asking students to introduce their

approach to solving problems verbally) as the better

way to examine whether students truly understand

the critical concepts and provide a more nuanced

picture of the problem-solving process [4, 6–8].

However, universities rarely administer oral tests

due to prohibitive time constraints.
Fortunately, eye-tracking technology can pro-

vide a way for researchers to observe how students

solve engineering problems through their eyemove-

ments. Eye-tracking research is based on the ‘‘eye-

mind’’ hypothesis which states that people look at

what they are thinking about [9]. It assumes that

people fixate on a specific area of a problemdiagram

longer when they encounter difficulties or are con-
fused [10]. Utilizing eye-tracking technology allows

us to observe the visual attention patterns of stu-

dents while solving engineering problems and eval-

uate their understanding of specific concepts. Once

such patterns of visual attention are discovered,

they can be leveraged to determine which concepts

are the most challenging, and may enable instruc-

tors to provide students with more targeted help.
In this paper, we present the results of a study

that examined the visual attention of 20 under-

graduate students while they solved statics pro-

blems. The students were asked to solve nine

statics problems displayed on a computer screen

with their eye movements recorded. Students were

classified into ‘‘correct solvers’’ and ‘‘incorrect

solvers’’ for each problem. Correct solvers chose
the correct answer to the problem while incorrect
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solvers did not. They were then asked to explain

how they solved three of the nine problems verb-

ally. Based on their explanations, students were

categorized as two groups: Group 1 ‘‘correctly

understood’’ and Group 2 ‘‘incorrectly under-

stood’’ for each tested statics concept. Students in
the correctly understood group were able to

explicitly explain the key concept involved in

solving the problem while students in the

‘‘incorrectly understood’’ group were not. In the

remainder of this paper, Section 2 provides back-

ground on problem-solving, visual perception and

eye tracking methods and proposes two hypoth-

eses. The experimental methods and results are
presented in Sections 3 and 4, respectively. Section

5 provides detailed explanations for the study

results and conclusions are given in Section 6.

2. Related literature

2.1 Problem-solving and visual attention patterns

In engineering education research, it has been

appreciated that effective assessment is important

for monitoring students’ progress and providing

feedback to students [11]. Traditional assessment

tools such as homework and exams are broadly used

though certain limitations exist. For example, Boud
[12] pointed out that students who perform well on

university examinations retain fundamental mis-

conceptions about key concepts in the subjects

they have passed. Mooney et al. [13] argued that

multiple choice questions assess only recall and

recognition, and promote a surface approach to

studying. This view is shared widely [14–18].

Another limitation of these methods is that they
do not always provide insights on students’ problem

solving process (e.g., multiple choice questions).

Visual attention patterns, or how individuals

perceive and interpret problem diagrams, have

been used in problem-solving research to evaluate

their profession-related expertise. Grant et al. [19]

studied how eyemovements reveal critical aspects in

solving a tumor-and-lasers radiation problem, a
classical insight problem developed by Duncker in

1945 [20]. In one experiment, they found that certain

fixation patterns correlate with success in solving

this particular problem. In a second experiment,

they found that perceptually highlighting the criti-

cal diagramcomponent, identified in the first experi-

ment, significantly increased the frequency of

correct solutions. Hegarty [5] also pointed out that
processes for manipulating spatial information are

also central to mechanical problem solving. Similar

observations can be found in other contexts, such as

the examination of chest X-ray (CXR) films [21], in

aviation [22], during driving [23], solving anagram

problems [24], and when identifying explosives at

airports [25].

Statics problems arewell-defined and focus on the

ability to understand and interpret mechanics dia-

grams. Individuals solving such problems must be

able to determine the important visual cues in the
diagram and apply the correct concepts during the

problem solving task. Thus, the visual attention

patterns on the problem diagrams and answers

can be used to indicate students’ levels of under-

standing and their ability to apply related statics

concepts.

2.2 The application of eye-tracking in problem-

solving research

Problem solving involves information processing

and decision making, which can be monitored by

various process tracing methods. Example methods

include surveys/self-report [26], computer-based

information board paradigms (e.g. Mouselab [27])

and think-aloud protocols [28]. However, these
techniques sometimes influence decision behavior

[29] and might hinder participants’ automatic pro-

cessing in information search [30]. In contrast,

biometric signals, such as eye gaze data, provide

tracing information without hindering automatic

information acquisition processes. These signals are

promising to provide insights on understanding

individuals’ problem-solving patterns [31].
According to Just and Carpenter’s eye-mind

hypothesis [9], people fixate longer on a specific

problem diagram when they are attracted or

confused. The main metrics used in eye-tracking

include: (1) fixations: eye movements that stabilize

the retina over a stationary object of interest (in this

study, a fixation occurs when the eyes focus on a

specific area for more than 100 milliseconds); (2)
fixation time: a measure of the duration of the

fixation on a specific area; and (3) average fixation

duration: the duration time per fixation [32]. The

location and duration of fixations is directly related

to the locus and difficulty of cognitive processing

[33]. Thus, tracking eye movements may provide

insight into what visual information is being pro-

cessed and how difficult this information is to
process, which may serve as an additional measure

for people’s thinkingprocesses [34]. This technology

has been applied in many areas for visual attention

research, including attention neuroscience [35],

reading [36], visual inspection [37], studying

worked-out mechanics problems [38], and arith-

metic problem solving [39, 40].

Based on the theories explaining the reproduci-
bility of expert superiority in visual domains [41],

high performers and low performers will show

different eye gaze patterns (fixation counts, fixation

time, etc.) while solving problems with visual ele-
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ments. Madsen found that while solving physics

problems, correct solvers spentmore time attending

to relevant areas, whereas incorrect solvers spent

more time looking at novice-like areas [42]. Con-

sistent results can be found in Tsai et al.’s research

on visual attention for solving multiple-choice
science problems [43]. These studies show the poten-

tial of applying eye-tracking in problem solving,

which provides researchers with more comprehen-

sive ways to understand individuals’ problem-sol-

ving behavior. Thus, in this study we hypothesize

that performers of different expertise levels will

showdifferent eye gaze patternswhile solving statics

problems on a computer screen.

2.3 Summary

The existing literature has shown the utilization of

individuals’ visual perception in problem-solving
research. The literature has also emphasized the

value of eye gaze data in obtaining visual attention

patterns during the problem-solving process and in

facilitating people’s problem solving performance.

However, there is limited work evaluating how the

eye gaze data reveal students’ understanding related

concepts in solving engineering problems. This

paper seeks to bridge that research gap by testing
the following hypotheses:

H1: Different visual attention patterns exist in cor-

rect and incorrect solvers when solving statics

problems.

H2: Different visual attention patterns exist in those

who correctly and incorrectly understand the

related statics concepts when solving statics pro-
blems.

3. Methods

To test the two hypotheses given in Section 2, we

designed a study including three parts. Part 1
consists of a computer-based survey that presented

9 statics problems to participants while their eye

movementswere recorded by an eye-tracker. In Part

2, participants verbally explained how they solved

three of the nine problems which was video

recorded. The three problems selected were based

on prior work that showed these particular pro-

blems were well designed for students with appro-

priate difficulty and discrimination levels [44]. The
experimenter can determine if the participants truly

understood the key concepts involved in solving

each problem by watching the replay of these

videos. In Part 3, participants finished a set of tests

about their background information which

included a spatial thinking ability test, a question-

naire on their learning styles and a demographics

survey. In this section the test materials, subject
demographics, and experiment procedures are

described.

3.1 Test materials

The statics problems come from the Concept

Assessment Tool for Statics (CATS) [45], developed

by Prof. Paul Steif at Carnegie Mellon University.

CATS is a multiple choice test that assesses stu-

dents’ conceptual knowledge of statics. The test

consists of 27 questions that capture 9 distinct
concepts and include distractors (wrong answers)

that have been constructed basedonobservations of

student work. Its reliability and quality have been

confirmed based on tests administered tomore than

one thousand students and ten classes in seven US

universities [46]. Due to the time limit of the eye-

tracking experiment, we selected 9 CATS items

covering 3 statics topics for our study (3 items for
each topic). Table 1 lists the topics covered, key

concepts involved and difficulty of each item. For

example, CATS items 25, 26 and 27 cover the topic

‘‘equilibrium’’ in engineering statics. To solve these

three problems correctly, students need to under-

stand the two key concepts involved: (1) consider

the balance of all forces, (2) consider the balance of

all moments. The difficulty values indicate the
proportion of correct problem solvers to the pre-

viously tested population for each problem [46].

Thus, the CATS items with larger difficulty values
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Table 1. The CATS items used in the study

Topics covered Key concepts involved CATS Item No. Difficulty [47]

Pin and Slot: direction of force
between the roller and the rolled
surface

1. The reaction forcemust be perpendicular to the
contact surface.

2. No moment would exist at the contact surface.

13
14
15

0.697
0.696
0.735

Negligible Friction: direction of force
between frictionless bodies in point
contact

1. The reaction forcemust be perpendicular to the
tangent of the contact surface.

2. No moment would exist at the contact point.

16
18
17

0.281
0.576
0.264

Equilibrium: consideration of both
force and moment balance in
equilibrium

1. Consider the balance of all forces at all
directions in equilibrium.

2. Consider the balance of all moments in
equilibrium

25
26
27

0.615
0.161
0.487



would be easier to students. Students were asked to

explain how they solved three problems (CATS

items 13, 17 and 27) verbally in Part 2 of the study

based on insights from prior work on these 3

problems [44].

Fig. 1 shows one CATS item presented to parti-
cipants on a computer display (CATS No. 25). For

this problem, participants are tested on the ‘‘Equili-

brium’’ topic, in which they must consider both the

force and moment balance. The dashed rectangles

indicate the Areas of Interest (AOIs) for this visual

stimulus, including the problem statement area (in

the top), the problem diagram area (in the bottom

left) and five options (in the bottom right). Within
the five options, we are interested in two kinds of

answers: correct answer and indicator answer. For

example, in the problem presented in the Fig. 1, the

correct answer is (d), because both the rightward

force and the moment should be applied to end A in

order to balance the whole member. If participants

correctly understood the first concept involved in

the ‘‘Equilibrium’’ topic (see Table 1), they would
eliminate answer (a) quickly, as the direction of the

applied force is different than the given leftward

force. Also, compared to answer (e), the reactions

involved in answer (a) are much simpler and easier

for participants to judge. Thus, answer (a) is an

indicator answer for evaluating participants’ under-

standing of this concept. These AOIs are created for

analyzing participants’ visual attention patterns
during the problem-solving process. Participants

did not see the rectangles during the test.

The revised Purdue Spatial Visualization Test:

Rotation (PSVT: R) was used to test participants’

spatial thinking ability. This test was initially devel-

oped by Guay, 1976 [48] and then modified by

Yoon, 2011 [49]. It consists of a total of 30 questions

that must be completed in 20 minutes to completely
assess students’ spatial visualization abilities.

PVST: R is considered one of the best measures of

an individual’s spatial ability [50]. The Index of

Learning Styles questionnaire (ILS) [51] was used

to assess participants’ learning styles based on the

Felder-Silverman model. This model is reliable,

valid and suitable for reflecting engineering stu-

dents’ learning style profiles [52, 53], and providing
an indication of students’ possible strengths, ten-

dencies or habits in learning.

3.2 Participants

Institutional Review Board approval was gained

from the Purdue IRB before conducting the experi-

ment. A total of 20 engineering undergraduate

students from Purdue University participated in
this study, ranging in age between 18 and 24 years.

Seventeen were male and 3 were female. Fifteen of

them were sophomores, 2 were juniors and 3 were

seniors. Their majors included Industrial Engineer-

ing, Biomedical Engineering and Mechanical Engi-

neering. All, had already taken a statics course. Ten

participants obtained a grade of ‘‘A–’’ or above, 9

got ‘‘B–, B or B+’’ and one got ‘‘C–, C or C+’’.
Participants were recruited by email. They also

had to meet the inclusion criteria suggested by
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Fig. 1. A CATS item used in the study (reprinted with permission of the author of the CATS [45]) and its Areas of Interest (AOIs).



Pernice and Nielsen [54] to satisfy the experimental

conditions of eye tracking research:

� Have normal to corrected vision (contact lenses

and glasses are okay, except for bifocals, trifocals,

layered lenses or regression lenses).

� Do not have glaucoma, cataracts, eye implants,

or permanently dilated pupils.
� Can read a computer screen and theWeb without

difficulty.

� Do not need a screen reader, screen magnifier or

other assistive technology to use the computer

and the Web.

3.3 Experimental procedure

The participants completed the study individually.

After passing pre-screening, qualified participants

were introduced to the purpose and procedures of

the study by the experimenter. Then participants

were required to sit in front of a computer display

and adjust their sitting positions to ensure the

successful calibration of the eye-tracker (Tobii X-
60, Tobii Technology AB, Danderyd, Sweden). The

eye-tracker has a sampling rate of 60 Hz. If the

calibration result was poor, participants had to do a

recalibration. If the calibration result was good,

participants would see an introduction screen and

proceed to the test. Each participant saw the nine

statics problems in a randomized order.

After finishing Part 1, participants were asked to
explain how they solved three of nine problems with

pen and paper. Their explanations were recorded

with a video camera. Typical questions asked by the

experimenter include: ‘‘Please tell me how you

solved this problem.’’, ‘‘Please tell me why you

selected your response.’’, ‘‘Why do you think your

selected response is correct?’’, ‘‘Can you tell me why

other responses are incorrect?’’ The experimenter
then determined whether the participant truly

understood the involved statics concepts (see

Table 1) based on their explanation and divided

them into two groups: correctly understood and

incorrectly understood for each concept.

After finishing Part 2, participants were asked to

complete the PSVT: R test (with a time limit of 20

minutes), an ILSquestionnaire anda survey on their
background information. The whole process of the

study typically took 50 minutes. Participants were

compensated 10 dollars at the end of the study for

their participation.

4. Results

In this section, participants’ performance in solving

statics problems associated with their eye gaze

patterns are presented. The iMotions software

(iMotions, Inc., CambridgeMA) is used for analyz-

ing eye gaze data. The correlations between partici-

pants’ statics problem-solving performance and
other factors (spatial thinking ability, learning

style and background information) are also pro-

vided.

4.1 Eye gaze patterns of correct and incorrect

statics problem solvers

Fig. 2 illustrates the comparison of the eye gaze

heatmaps for one statics problem (CATS item 25)

between correct solvers and incorrect solvers. The

deeper color indicates the areas receiving more eye

fixations. This figure intuitively shows that perfor-
mers of different level of success showed different

eye gaze patterns: correct solvers spent more time in

the correct answer (d) than incorrect solvers did

(notice the areas circled by the dashed eclipses).

Fig. 3 presents the comparison of the eye gaze

patterns between correct and incorrect statics pro-

blem solvers in three AOIs (problem statement,

problem diagram and correct answer). This com-
parison combines the data across all 9 statics pro-

blems.
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Fig. 2. The comparison of the eye gaze heatmaps for CATS Item 25 between (a) correct solvers and (b) incorrect solvers (see [55] for the
polychromatic version of the heatmaps).



Notice that after combining the data across all 9
statics problems, eye gaze metrics (the average

fixation time, and average fixation counts) do not

differ as significantly in the correct answer area.

However, we can observe the differences in the areas

of problem statement and problem diagram. The

Welch two sample t-test (� = 0.05) was used to test

the differences. As shown in Fig.3(a), we found that

correct solvers had less fixation time on the area of
problem statements than incorrect solvers (t(149) =

–3.18, p = 0.001), and correct solvers also had less

fixation time on the area of problem diagrams

(t(149) = –3.24, p = 0.001). Similarly, in Fig. 3(b),

correct solvers had less fixation counts on the area of

problem statements than incorrect solvers (t(149) =

–3.00, p = 0.002), and they also had less fixation

counts on the area of problem diagrams (t(149) =
–3.63, p < 0.001). These results indicate that correct

and incorrect statics problem-solvers indeed

showed different eye gaze patterns in perceiving

the problem statement and diagram during the

process of solving the statics problems, which is

consistent with our hypothesis in Section 2.2.

4.2 Eye gaze patterns of ‘‘correctly and incorrectly

understood’’ participants

In Part 2 of the study, participants were asked to

explain how they solved three representative pro-
blems (CATS items 13, 17 and 27) verbally. They

were then classified into two groups: correctly

understood and incorrectly understood for each

concept based on their explanation of the pro-

blem-solving process. This classification work was

implemented by two PhD candidates inMechanical

Engineering independently, who are quite familiar

with statics. The Cohen’s Kappa of their rating
results is 0.81, which indicates that the interrater

reliability in the classification is acceptable. Fig.4

presents the comparison of the eye gaze patterns

between correctly understood group and incorrectly

understood group in four AOIs (problem state-

ment, problem diagram, correct answer and indica-

tor answer). This comparison combines the data

across participants’ understanding of the 6 concepts
involved in solving the 3 statics problems (2 con-

cepts for each problem).

As shown in Fig.4 (a), the correctly understood

group had less fixation time on the areas of problem

statements than the incorrectly understood group

(t(80) = –3.09, p = 0.001); the same is true for the

area of problem diagrams (t(69) = –1.89, p = 0.031).

This trend is consistent for the fixation time on the
areas of correct answer (t(83) = –0.82, p=0.208) and

indicator answer (t(109) = –1.63, p = 0.053), though
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the differences are not significant. In Fig. 4(b), the

correctly understood group had significantly less

fixations than the incorrectly understood group on

the areas of problem statements (t(87) = –3.04, p =
0.002), problem diagrams (t(75) = –2.26, p = 0.013)

and indicator answer (t(88) = –2.63, p = 0.005).

A similar trend can be observed for the fixation

time on the areas of correct answer (t(84) = –0.66,

p=0.254), though the differences are not significant.

These results indicate that the correctly understood

group and incorrectly understood group showed

different eye gaze patterns in perceiving the
problem statement and diagram during the process

of solving the statics problems. Also, the correctly

understood group fixated on the indicator

answer less frequently than incorrectly understood

group.

4.3 Correlation between participants’ statics

problem-solving performance and other factors

In Fig. 5 and Fig. 6, participants’ statics problem-

solving performance (CATS performance) are

plotted against their spatial thinking ability
(PSVT: R performance) and average problem-

solving time, respectively. Each dot represents a

participant (labeled by the subject number). The

CATS performance ranges from 0 to 9, and the
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Fig. 4. The comparison of the eye gaze patterns between correctly understood group and incorrectly
understood group. (a) Average Fixation Time; (b) Average Fixation Counts. Bars indicate � the
standard error.

Fig. 5. The correlation between participants’ CATS performance
and PSVT: R performance.

Fig. 6. The correlation between participants’ CATS performance
and average problem-solving time.



value indicates how many statics problems the

participants solved correctly. Analogously, the

PSVT: R performance ranges from 0 to 30 indicat-

ing the number of correctly answered PSVT: R

questions. It is interesting to find that participants’

CATS performance correlates with their PSVT: R
performance positively (r = 0.618, p = 0.004),

whereas it correlates with their average problem-

solving time negatively (r = –0.7, p = 0.001). We did

not find significant correlations between partici-

pants’ CATS performance and other factors (i.e.

learning styles, statics course grades andmechanics-

related experience).

5. Discussion

Consistent with the previous findings of problem-

solving research in other domains, we found that,

when solving statics problems, correct solvers had

less fixation time and less fixation counts on the area

of problem statements and problem diagrams than
incorrect solvers. This result indicates that the

hypothesis H1 cannot be rejected: correct and

incorrect statics problem-solvers showed different

eye gaze patterns during the process of solving the

statics problems. Hegarty [5] used to argue that

when solving mechanical problems, experts are

faster and expend less effort than novices, because

once experts select a problem schema, they auto-
matically access the procedures for solving the

problem and these procedures can be carried out

without further effort. Furthermore, the protocols

of novices containmoremeta-statements expressing

sub-goals and uncertainties. Considering the situa-

tion of solving statics problems, we can also infer

that correct solvers were faster to extract the key

information from the problem statements and dia-
grams and apply the correct problem-solving pro-

tocols than incorrect solvers. However, we didn’t

find significant differences in the fixation time and

fixation counts on the areas of correct answer. This

observation implies that incorrect solvers spent

nearly the same amount of visual attention on the

correct answer as correct solvers did, however, they

still failed to accept it as the final choice after their
mental reasoning process.

It is interesting to observe that participants who

correctly and incorrectly understood related statics

concepts also show different eye gaze patterns,

which indicates that the hypothesis H2 cannot be

rejected. Our experimental results show that cor-

rectly understood group spent less fixation time and

had less fixation counts on the areas of problem
statements and diagrams than incorrectly under-

stood group. Additionally, correctly understood

group had significantly less fixation counts on the

area of indicator answer than incorrectly under-

stood group. Similar trends can be seen with respect

to the metric of fixation time, though the difference

is not significant (p = 0.053). This result implies that

the correctly understood group was able to elim-

inate obviously wrong answers more quickly than

the incorrectly understood group.
However, there was not always an exact correla-

tion between students’ problem-solving and con-

cept-understanding. For example, though subject 4,

9 and 19 chose the correct answer when solving

CATS item 13, they all believed that there would be

a moment existing in the contact point of the

frictionless pin-slot joint during the interview, indi-

cating that they didn’t understand the second
involved concept. In contrast, although subject 10

and 19 chose the wrong answer when solving CATS

item 17, their explanation of the problem-solving

process indicated that they truly understood the

concepts despite selecting the wrong answer. These

observations suggest that students’ answers in mul-

tiple choice questionsmay not always appropriately

reflect their true level of understanding of relevant
concepts. Besides oral tests (such as the interviews in

our study), eye gaze data could also be utilized as an

auxiliary indicator based on the findings in this

paper.

Correlations between participants’ CATS perfor-

mance and their background information provide

us with additional insights on the factors that

influence students’ statics problem solving. Our
results show that participants’ PSVT: R perfor-

mance correlates positively with their statics pro-

blem solving performance. This finding suggests

that spatial thinking ability plays an important

role in solving statics problems, since participants

had to visualize the free body diagrams in their

minds without using paper and pen. We also

found that participants’ CATS performance corre-
lates negatively with their average problem solving

time, which is consistent with the eye gaze results

discussed above. However, large variations exist

within the participants who possessed the same

CATS performance or similar average problem-

solving time. For example, subject 12 and 8 both

only answered one CATS problem correctly, but

their average problem solving time showed large
differences (see Fig. 6). This may imply that some

students were more careful and meticulous in their

problem solving. On the other hand, subject 6 and

11 had approximately equivalent average problem-

solving time but their CATS performance was

dramatically different. This suggests that average

problem-solving time would not be a perfect indi-

cator of students’ problem-solving performance.
Furthermore, we did not find any significant corre-

lations between participants’ CATS performance

and their learning styles, statics course grades, or
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mechanics-related experience. This suggests that

unique learning styles would not greatly impact

individuals’ problem solving performance, and

each student can develop his or her own ways to

learn and understand concepts well.

6. Conclusions

The present study verified that participants with

different levels of success showed different eye gaze

patterns when solving statics problems. Correct

problem solvers had less fixation time and less

fixation counts on the area of problem statements
and problem diagrams than incorrect solvers. Par-

ticipants who correctly understood related concepts

showed the same trend of eye gaze patterns. Addi-

tionally, the correctly understood group had sig-

nificantly less fixation counts on the area of the

indicator answer than the incorrectly understood

group. We also found that participants’ spatial

thinking ability correlate with their statics problem
solving performance positively. Participants’ learn-

ing styles and mechanics-related experience were

not found to have an influence on their statics

problem solving performance. These results suggest

that eye gaze data has the potential to serve as a

diagnostic tool to evaluate howwell students under-

stand engineering concepts during solving statics

problems. This research may also help instructors
choose more adaptive teaching strategies for stu-

dents with different levels of understanding of

engineering concepts.

A limitation of this study is the fact that the

incentive for participation was not performance-

based, and therefore participants may not have put

forth their best effort. Other research opportunities

include exploring whether students’ problem sol-
ving performance will be improved by enhancing

their spatial thinking abilities along with their

understanding of key concepts in mechanics.

Researchers have found that hands-on experience

[56], peer-to-peer collaboration, assessment and

feedback [57–59] in engineering classes can have

an influence on students’ understanding of engi-

neering concepts. Future work can combine the
use of eye-tracking as a diagnostic tool with some

of these in-class activities to help remedy students’

learning challenges. As Lai et al. [60] suggested,

‘‘interactive learning systems embedded with eye-

tracking equipment may dynamically diagnose stu-

dents’ learning states and needs as well as provide

instant help or adapted scaffolding materials

according to the eye movement data tracked by
the systems’’.

Although eye-tracking has not been used in

engineering education widely, our research findings

have the potential to be applied in other engineering

courses aswell. This is due to the close connection of

the problem-solving processes of mechanical engi-

neering courses. For example, Fang and Lu [61]

found that a student’s performance in Statics and

cumulative GPA play the two most significant roles

in governing the student’s performance in
Dynamics. On the other hand, science educators

have used eye-tracking to study students’ perfor-

mance. For example, Chen et al. [62] found that

students’ eye movement behavior can successfully

predict their computer-based assessment perfor-

mance of physics problems. Their results show

that students who provided correct answers had

shorter saccade behaviors than those who provided
incorrect answers to picture presentations, which

are comparable to our results. Future research can

be extended to use eye-tracking in other engineering

courses, which enables researchers to further under-

stand the consistencies and inconsistencies of stu-

dents’ eye gaze patterns across solving problems of

various engineering courses.

Eye-trackers are becoming more affordable
where some low-cost solutions are emerging [63–

66]. Thus, the lower costs may enable researchers

and universities to acquire a system for educational

studies. However, few studies have been published

using these low-cost solutions, and no studies have

presented and compared results from both these

solutions and those of commercial eye-trackers.

Therefore, researchers will need to characterize
these systems by replicating the findings of others.

In addition, further work is needed to determine if

‘‘eye training’’ should be considered as a teaching/

learning objective in engineering courses, since this

practice has been extensively studied in basic cog-

nitive skills and clinical medicine [67, 68]. Further-

more, running eye-tracking studies can be time-

intensive. Therefore, future work can also be
extended to include the use of existing eye gaze

data to develop prediction models of eye gaze

patterns in problem solving.
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