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Abstract

Purpose – The purpose of this paper is to present an integrated data-driven framework for processing and
analyzing large-scale vehicle maintenance records to get more comprehensive understanding on vehicle
quality.
Design/methodology/approach – We propose a framework for vehicle quality analysis based on
maintenance recordmining and Bayesian Network. It includes the development of a comprehensive dictionary
for efficient classification ofmaintenance items, and the establishment of a BayesianNetworkmodel for vehicle
quality evaluation. The vehicle design parameters, price and performance of functional systems aremodeled as
node variables in the Bayesian Network. Bayesian Network reasoning is then used to analyze the influence of
these nodes on vehicle quality and their respective importance.
Findings –A case study using themaintenance records of 74 sport utility vehicle (SUV)models is presented to
demonstrate the validity of the proposed framework. Our results reveal that factors such as vehicle size, chassis
issues and engine displacement, can affect the chance of vehicle failures and accidents. The influence of factors
such as price and performance of engine and chassis show explicit regional differences.
Originality/value – Previous research usually focuses on limited maintenance records from a single vehicle
producer, while our proposed framework enables efficient and systematic processing of larger-scale
maintenance records for vehicle quality analysis, which can support auto companies, consumers and
regulators to make better decisions in purchase choice-making, vehicle design and market regulation.

Keywords Vehicle maintenance records, Text mining, Bayesian network, Vehicle quality evaluation

Paper type Research paper

Nomenclature

N Bayesian network
PðX1; . . .XnÞ Joint probability distribution
PPH Number of quality problems

per 100 vehicles
R Repair
M Maintenance
A Accident-related Repair

N The number of total
maintenance records for a
vehicle model

Q1 A quality index that reflects
the percentage of repair
services in all services

Q2 A quality index that reflects
the percentage of repair
items in all services
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Rc The number of the records
that fall into the category of
Repair

Rp The number of repair items
in N maintenance records

A1 The number of the records that fall into the category of Accident-related repair
per N maintenance records

1. Introduction
Data is a key booster for the automotive industry in the era of Industry 4.0 (Wang et al., 2016).
Todaymassive amounts of human andmachine-generated data have become accessible from
which valuable insights can be extracted (Aslam et al., 2021; Tao et al., 2018). As an important
component of vehicle’s lifecycle, maintenance and repair is essential to keep vehicles in
healthy working status in which a number of maintenance records can be generated
(Ildarkhanov, 2023; Romanowski and Nagi, 2004; Wagner et al., 2021). By mining these
records, insights on vehicle quality, traffic accidents, failure patterns of automotive parts can
be obtained. These insights can assist different stakeholders in the automotive industry
(e.g. consumers, manufacturers, part and service suppliers and regulators) with purchase
choice-making, improvement of vehicle design, quality control in manufacturing process,
supply chain management, pricing of vehicle insurance, regulation of automotive market, etc
(Lee et al., 2008; Prashar, 2022; Viscusi and Evans, 2016). For example, Chang and Hwang
(2013) collected and analyzed the maintenance records of Toyota service centers in Taiwan
from 2004 to 2006. They found that brake jitter was the most common quality problem, and
the main cause is the change of brake disc thickness due to wear and corrosion. They built a
numerical model to simulate the change of disc thickness over time and predicted the
frequency of jitter failures, which can help designers improve the design of brake disc.
Hu et al. (2015) collected the maintenance data of FAW (First Automobile Works)
-Volkswagen Sagitar from auto stores, and set up a statistical model based on Weibull
distribution andmaximum likelihood estimation to predict the demand of spare parts such as
oil filter, which can be used to optimize the inventory management of spare parts.

However, past research mostly focus on analyzing the maintenance records of vehicles
from a single producer (Pecht et al., 1990), and few explore the value of massive maintenance
records of vehicles from multiple producers. In fact, it is crucial for one automaker to know
about the maintenance and repair status of the general market so that it can improve its
products continuously and keep its market competitiveness. Traditionally, automakers
mainly rely on customer surveys to understand the maintenance and repair of other
companies’ products, such as the Vehicle Dependability Study (VDS), a questionnaire-based
survey developed by J.D. Power (Aguwa et al., 2012). This survey examines the quality of
automobiles with a 1.0–3.5 years ownership period. Other similar surveys include consumer
reports (Aguwa et al., 2012), Germany Technische €Uberwachung Verein (Jerz and
Winterhalter, 2020) and China automobile product quality index report (Akdeniz Ar and
Kara, 2014). Although it is useful to understand the vehicle quality by surveying consumers’
experience and opinions, the subjectiveness of respondents and the limited sample size (e.g.
J.D. Power only samples about 200 respondents for one vehiclemodel every year in theVDS of
China (Lin et al., 2018)) may undermine the representativity of the survey data to some extent.

With the rapid development of digital market regulations and Internet of things, today
massive vehicle maintenance records after de-privacy processing can be directly collected
from vehicle repair shops and dealerships (Zhang et al., 2014). Compared to the maintenance
data from a single producer or customer survey data, these maintenance records across
multiple automakers are more objective with a much larger quantity (usually in millions per
year per city). In addition, records collected from different regions can support the
understanding of the spatial heterogeneity of vehicle quality, which is particularly helpful in
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demand forecasting and regionally differentiatedmarketing. For example, alongwith the fast
urbanization, China’s automotive market has shown strong regional characteristics (Bi et al.,
2021). The levels of economic development and traffic infrastructure construction, and the
driving habits of consumers in a region can impact the vehicle maintenance status
significantly (Guajardo et al., 2016). These insights can be used to make more adaptable
service strategies (e.g. determination of warranty duration, pricing of auto insurance). More
importantly, these massive vehicle maintenance records are collected in real-time, which
allows the vehicle quality patterns to be captured longitudinally (Spasic, 2022). These
advantages will contribute to the development of data-driven design, manufacturing and
service in the digital age. Considering large-scale maintenance records are mainly
unstructured texts and have not been well utilized before, a systematic framework for
processing and analyzing such data for vehicle quality analysis is needed.

In this paper, we propose an integrated data-driven framework that can efficiently process
and analyze large-scale vehicle maintenance records across multiple automakers. Within this
framework, we develop a comprehensive dictionary of maintenance items by extracting and
classifying useful information from unstructured maintenance descriptions. This dictionary is
then used in the classification of maintenance records, which provides the basis for vehicle
quality analysis. We leverage Bayesian Network (BN) to model the relationship between vehicle
attributes, patterns of maintenance data and quality of vehicles, and investigate what factors
contribute to vehicle failures and accidents significantly. The proposed framework is validated
in a case study by using the data from China’s automotive market. Although this paper uses
passenger vehicle data as a demonstration, the proposed framework can be extended to the data
mining of other vehicles’maintenance records, such as electric vehicles or engineering vehicles.

The rest of the paper is organized as follows. Section 2 introduces the relatedwork and technical
background in vehicle quality evaluation and textmining. Section 3 explains the overall framework
for mining massive vehicle maintenance records and the key techniques involved. Section 4
presents the background, datasets and data preprocessing of a case study. Section 5 provides the
results of the case study including the establishment of the vehicle maintenance dictionary,
classification of maintenance records, vehicle quality evaluation and diagnostic inference based on
BN reasoning. Section 6 summarizes the results of the case study and their implications, and
discusses the main contribution of this study with recommendations for future work.

2. Related work and technical background
In this section, the techniques of product quality evaluation, keywords extraction in text
mining and BN are reviewed.

2.1 Methods for product quality evaluation
Evaluating and improving product quality is crucial for manufacturers to ensure the safety
and satisfaction of consumers, design innovative products and keep market competitiveness
(Spasic, 2022). Common methods to evaluate product quality include reliability testing and
customer survey (Badri et al., 1995; Zhang et al., 2000). In a reliability testing, engineers test a
product’s performance in a simulated environment and then predict the future behavior
throughout its life cycle (Elsayed, 2012). For automobiles, typical reliability testing includes
road test, electronics test and crash test.

Since reliability testing is usually performed prior to product launch, it is limited in
tracking the quality performance of the product in real use scenarios. In contrast, customer
survey can get customers’ feedback on the product quality after a period of usage. For
example, J.D. power developed initial quality study (IQS) and VDS (automobile durability
study) (Zheng et al., 2019), which investigates the quality of vehicles with ownership of
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2–6 months and 2.5–3.5 years, respectively. Based on these survey data, a popular metric,
number of problems per 100 vehicles (PPH), is calculated to evaluate vehicle quality. It is
defined as the average failures occurred in one hundred surveyed automobiles as shown in
Equation (1),

PPH ¼ P

N
3 100 (1)

where P and N refer to the number of problems with vehicles and the number of vehicles
participating in the survey, respectively, and lower PPH usually means better quality. J.D.
Power provides a quality ranking of mainstream automobiles based on their PPH values
every year. Consumers can leverage this ranking to make purchase decisions, and
automakers can continuously improve their vehicle design by fixing the problems revealed in
the survey. However, customer survey is subjective with limited sample size due to the high
time and financial cost of conducting surveys. In this paper, we will explore how to get more
objective insights from large-scale product maintenance records.

2.2 Keyword extraction methods
Keyword extraction is a key step in processing massive textual data such as vehicle
maintenance records, and its performance directly affects the accuracy of classifying
maintenance records and related vehicle quality analysis. Keyword extraction methods can
be divided into supervised and unsupervised ones. In supervised methods, textual labels are
needed to train a classifier (Rose et al., 2010), and such labels are usually created manually
with a high labor cost. Among unsupervised methods (Shah et al., 2003), frequency-based
methods and graph-based methods are widely used. We briefly review a representative
method in each category.

2.2.1 TF-IDF (term frequency-inverse document frequency). TF-IDF is a traditional
frequency-based keyword extractionmethod, which assumes that the importance of aword is
proportional to the number of times it appears in a document (e.g. an article), but inversely
proportional to the frequency of its occurrence in the whole corpus (i.e. a large-scale collection
of well-sampled and processed texts, usually including millions or even billions of
documents). Equations (2) to (4) present the basic idea of TF-IDF (Ramos, 2003),

TFwi
¼ fwi

F
(2)

IDFwi
¼ log

�
1

DFwi

�
¼ log

�
S

Swi
þ 1

�
(3)

TF � IDFwi
¼ TFwi

3 IDFwi
(4)

where fwi
refers to the frequency of word wi in a document, F represents the sum of the

frequency of each word in the document. S is the number of all documents in the corpus. Swi

refers to the number of documents containing wi. The importance of wi is then sorted by
TF−IDFwi

. However, the TF-IDF method does not consider the contextual and syntactic
structure of words, and the importance of a word may not always match with its frequency
(Hong and Zhen, 2012). Thus, TF-IDF is computationally efficient but sometimes performs
unstably for certain datasets.

2.2.2 TextRank. TextRank is a popular graph-based keyword extraction method, in which
an undirected text graph G ¼ ðV ;E;W Þ is constructed. Here V ¼ fV1;V2; . . . ;Vn} is a set of
nodes representing n semantic units (i.e. words or phrases) in a text. E ¼ fðVi;VjÞjVi;Vj ∈Vg
denotes the sets of edges representing the connectivity of the nodes (e.g. the syntactic relations
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betweenwords) (Brin and Page, 1998).W ¼ fwij j1 ≤ i≤ n; 1≤ j≤ n} is the set of edge weights,
and wij is the weight of edge between node Vi and Vj. TextRank iteratively calculates the PR
(Page Rank) value (i.e. weight) of each node base on PageRank algorithm (Kumbhar et al., 2019),
then the keywords can be obtained by sorting their PR values. Equation (5) shows this
calculation (Rada Mihalcea, 1973):

WSðViÞ ¼ ð1� dÞ þ d *
X

Vj∈InðViÞ

wjiP
Vk∈OutðVjÞ

wjk

WSðVjÞ (5)

The sum on the right-hand side of Equation (5) represents the contribution of neighboring
nodes to current node Vi, whereWSðViÞ is the PR value of node Vi, InðViÞ refers to the set of
nodes that point toVi, andOutðVjÞ represents the number of nodes pointing from nodeVj. d is
a damping factor, which takes values in the range [0,1], indicating the probability of the
current node jumping to any other node. wij indicates the similarity between nodesVi andVj.
Considering its high compatibility of different textual formats, promising accuracy of
keyword extraction and fast implementation (Firoozeh et al., 2020), we choose TextRank as
the main keyword extraction method in this research.

2.3 Bayesian network
BN is a graph to characterize the dependency relationships in complex systems (Langseth
and Portinale, 2007). Let N ¼ < G;P > be a BN, and G is an essentially directed acyclic
graph (Li et al., 2018). The values of the nodes in G are the random variables X1;X2; . . . ;Xn

and the directions of edges represent the causality or dependencies between nodes. P denotes
the conditional probabilities of the nodes inG. In BN, if there is a link pointing from nodeXi to
node Xj, then Xi is the parent node of Xj, and Xj is the child node of Xi. The ancestors of a node
include its parents and their ancestors. The root node has no ancestors. The descendants of a
node include its children and their descendants. Each node is independent of its all nonparent

nodes. For a node Xi, PðXi│πðXiÞÞ represents the conditional probability of Xi at the
occurrence of its parent πðXiÞ. For a joint distribution of n random variables, the joint
conditional probability of the network PðX1; . . .XnÞ is as follows (Li et al., 2018):

PðX1; . . .XnÞ ¼
Yn
i¼1

P
�
Xi│πðXiÞ

�
(6)

Equation (6) decomposes the BN into factorization forms with smaller local probability
distributions, and each factorization form involves only one node and its parent. This is the
basis for the subsequent calculation of the posterior probability of nodes. BN performs
integrated reasoning by adjusting the conditional probability table of each node and
synthesizing various prior knowledge for system analysis and evaluation.

BN has been used in previous studies on quality and reliability research. For example,
K€uç€uker and Yet developed a BNmodel that can adjust and correct the product life estimates
based on expert judgment and operational data in the reliability prediction of aircraft
subsystems (K€uç€uker and Yet, 2022). The sum of squared error (SSE) between the expected
predictive failure distribution and the actual time to failure is used as the performance metric.
They found that BN can provide consistently accurate reliability predictions, and the
performance of BN is better than data-driven parametric approach using maximum
likelihood estimates (MLE) of the failure time modeled by the Weibull distribution or expert-
based approach using mean time between failures (MTBF) values provided by the supplier.
Ben Brahim et al. (2019) proposed to construct a BN based on an expert knowledge-based
excitation method that integrates the occurring probability of the cause of failure and the
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detection information of potential failures before they occur from failure modes, effects and
criticality analysis (FMECA). A case study using the thermoforming data of car floor
covering was conducted to verify the applicability of the proposed method.

However, previous studies seldom combine the use of BN and the mining of massive
maintenance records for vehicle quality analysis. In our research, we will diagnose and rank
the key vehicle attributes that affect vehicle quality using BN based diagnostic inference.
These results can support manufacturers to improve their design of products in a highly
competitive market.

3. An integrated data-driven framework for vehicle quality analysis
3.1 Overview of the framework
Figure 1 shows the overall flow of the proposed data-driven framework for vehicle quality
analysis based on massive vehicle maintenance records and BN. The rectangles represent
data processing and modeling, and parallelograms represent the resulted data. The yellow
color indicates the use of auxiliary data, the blue color indicates the use of vehicle
maintenance records, and the pink color represents the obtained structured data. This
framework consists of three major stages:

Stage 1: data collection.Vehicle maintenance records usually include the basic information
of the vehicle (e.g. model, year, make and mileage) and descriptions on the mechanical
inspection and maintenance service. However, these data will not be sufficient for
comprehensive vehicle quality analysis. For example, detailed technical specifications of a
vehicle model, such as its price, fuel consumption, size, weight, type of transmission and
fuel, are usually not available in maintenance records but quite important when
evaluating the influential factors of vehicle quality. We name these necessary data as
auxiliary data. Other examples such as vehicle sensor data indicating the operating status
of vehicles, can support the analysis of vehicle failures and accidents. Industrial or
national standards on automobiles are useful to classify maintenance records in a

Figure 1.
The overall flow of the
proposed framework
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systematic way. Thus, it is important to refer to specialized knowledge bases, websites
and publications to collect necessary auxiliary data in Stage 1.

Stage 2: data processing. Data processing refers to converting raw unstructured data into
clean, complete and structured data easily accessible by computers. This stage includes
data cleaning, data expansion and classification of maintenance records. In data cleaning,
the redundant, erroneous, missing and duplicate records from raw data are eliminated.
Data expansion refers to combining necessary auxiliary data such as the tech specs of
vehicles with the maintenance records to form a complete dataset. Since vehicle
maintenance records are often unstructured texts, it is necessary to classify them into
organized categories facilitating efficient analysis. In this process, a dictionary for
maintenance items is needed, then the maintenance records can be classified by matching
them with defined categories in the dictionary.

Stage 3: vehicle quality analysis and diagnostic inference.After obtaining the structured data
from previous stage, statistical analysis on certain vehicle maintenance and repair items
can be performed to get a general understanding about vehicle quality. Then diagnostic
inference models can be built to analyze the relationships between vehicle attributes and
vehicle quality. For a BN based model, the first step is to identify important vehicle
attributes (e.g. vehicle design parameters, price) and the failure rates of major vehicle
subsystems as nodes of theBN.Then the network structure of these nodes is determined by
functional decomposition of vehicle system as well as regression analysis between vehicle
attributes and vehicle quality performance obtained from the maintenance records. After
that, a hierarchical BN can be formed, which can be used to infer the influence of these
nodes on vehicle quality performance. Note that the obtained data can also be exported to
other methods such as machine learning for diagnostic inference analysis.

To support the data processing and analysis in the proposed framework, we develop a
comprehensive dictionary of vehicle maintenance items, propose a workflow for classifying
maintenance records, design two vehicle quality indices and build a BN based model for
vehicle quality analysis. The details of these techniques are presented in the following
subsections.

3.2 The development of a comprehensive dictionary of vehicle maintenance items
Atypical vehiclemaintenance record often involvesmultiplemaintenance items (e.g.mechanical
inspection, change of faulty parts, change of oil and filter, etc.). The classification ofmaintenance
items can reveal the associated technical problems with the serviced vehicle. To classify these
items, a dictionary mapping them into corresponding categories is needed. Figure 2 illustrates
the process of building the dictionary, in which the rectangles represent data processing and
parallelograms represent the involved data. The orange color indicates the use of professional
references and maintenance records, and the green color indicates the resulted dictionary. The
details of each step are explained as follows.

Figure 2.
The process of building

a comprehensive
dictionary of vehicle
maintenance items
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Step 1: determination of the categories of maintenance items. In this research, we divide
vehicle maintenance items into three basic categories: repair (items related to vehicle part
faults, such as repairing the engine air intake system due to natural aging), maintenance
(regular and necessary maintenance work, such as replacing oil filters) and accident-
related repair (such as repairing the bumper damage caused by collisions). We then
classify themaintenance items of each basic category into subcategories. For example, the
repair items can be categorized into four main systems including engine, chassis, body,
electrical and control. These systems can be further divided into subsystems according to
functions, such as the subsystems of ignition, lubricating, air intake and fuel in the engine
system. We collect these categories from vehicle manuals and professional references
(Hirsch, 2014). Allmaintenance items are eventually organized in a tree structure as shown
in Figure 3.

Step 2: item coding. After the categories of maintenance items are determined, a five-digit
code is assigned to each category. For example, oxygen sensor failure is coded as 11,108. The
first three digits 111 represent the repair (category), engine system (main system), engine
sensor (subsystem), respectively. The last two digits 08 denote that this failure is the eighth
item in the subsystem of engine sensor. These codes will smooth further data analysis.

Step 3: keyword extraction and matching. Each entry in the dictionary consists of a
category (e.g. Repair) and mapped keywords (e.g. cylinder, pressure and relay) so that
maintenance records and items can be classified. As mentioned in Section. 2.2, the
TextRank method is used to extract keywords from the raw records, particularly those
descriptions on vehicle faults and maintenance items. The Skip-Gram model (Liu et al.,
2015) is used to embed these keywords into low-dimensional word vectors. These
keywords are then sorted by their occurring frequencies, and those high-frequency
keywords are mapped with the entries in the dictionary (i.e. the identified categories) by
calculating the similarity between word vectors (Jin et al., 2018) as shown in Equation (7),

SimCði; jÞ ¼ Ai

!
:Aj

!

jAij
�!

3 jAjj
�! (7)

Figure 3.
The tree structure of
organized vehicle
maintenance items
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where Ai

!¼ fA1;A2;A3; :::;Ang is the word vector of word i, n is the vector size. A popular
choice of n is 50 considering the number of the words in maintenance records is not too large

(Jatnika et al., 2019). jAij
�!

represents the length ofAi

!
. We keep those high-frequency keywords

whose similarity with the keyword i in an entry of the dictionary exceeds a threshold value
(usually 0.5). These kept keywords are then manually screened by human experts, and a
preliminary dictionary of vehicle maintenance items is obtained.

Step 4: testing and updating. The validity and completeness of the dictionary is tested
repeatedly using datasets randomly sampled from the raw maintenance records. Those
missing items or items that do not match with the keywords in the maintenance records
will be updated iteratively and the updated dictionary will be used in further analysis.

3.3 Classification of vehicle maintenance records and vehicle quality indices
The most important step in generating structured maintenance record data is to classify the
maintenance records and items into defined categories. We propose a workflow for this
classification based on dictionary matching (Cole et al., 2004) and defined rules as shown in
Figure 4. Here blue parallelograms represent the input data, yellow parallelogram indicates
the obtained records with matching items, and the pink parallelogram represents the final
obtained structured data.

We first divide the descriptions on maintenance items into phrases or words using the
segmentation and tokenizationmethod from the “jieba” library of Python (Day and Lee, 2016).
When a set of phrases or words from one maintenance item contains all the keywords of an
entry in the established dictionary, this item is then matched with the corresponding
category. Note that there could be multiple items within one maintenance record, thus the
above process will be iterated through all items of all records. After finishing the
classification of maintenance items, we further classify the maintenance records into three
aggregated categories, namely repair (labeled as R), maintenance (labeled asM) and accident-
related repair (labeled as A), which can explicitly indicate the major type of a vehicle
maintenance service. If a maintenance record involves multiple items (e.g. a car receives
regular maintenance after repair due to part faults), the following classification rules will be
applied:

(1) If one or more accident-related repair items appear in the record, this record gets a
label of A.

(2) If only maintenance items appear in the record, this record gets a label of M.

(3) If one or more repair items appear and no accident-related items exist in the record,
this record gets a label of R.

The obtained data containing category codes for maintenance items and classification labels
for maintenance records are merged as the final structured data, which can support the
calculation of two indices to evaluate vehicle quality from a holistic view. The quality index
Q1 is calculated as shown in Equation (8),

Figure 4.
Workflow for the
classification of

maintenance records
and items
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Q1 ¼ Rc=N (8)

where Rc is the number of the records that fall into the category of repair, andN is number of
total maintenance records for a vehicle model during a period of time. This index reflects the
percentage of repair services in all services, and a smaller value may imply less need of repair
service and better quality of the vehicle model. Quality index Q2 is calculated as shown in
Equation (9),

Q2 ¼ Rp=N (9)

where Rp is the number of repair items in N records. Since one maintenance record often
includes multiple maintenance items, Rp is usually much larger than its corresponding Rc in a
given dataset. This index is comparable to the index of PPH proposed by J.D. power, and a
smaller Q2 implies a lower number of failures and possibly a better vehicle quality.

3.4 A Bayesian Network based model for vehicle quality analysis
As a method for characterizing the dependency relationships in complex systems, BN can
better describe the uncertainties involved in product or system quality diagnosis compared to
other methods such as partial least squares (PLS) and principal component analysis (PCA)
(Uusitalo, 2007). We propose a BN based model to describe the dependencies between vehicle
quality and vehicle attributes, and probabilistic inferences can be then used to identify those
most influential vehicle attributes. The establishment of the BN model includes the
determination of nodes, network structure and the calculation of the probabilities with
respect to each state of nodes. The detailed procedures are as follows.

3.4.1 Determination of nodes and network structure. According to previous research on
vehicle design (O’Neill, 2009; Shaheen and Niemeier, 2001), vehicle design parameters,
performance of vehicle functional systems, and vehicle quality metric are defined as the
network nodes. Then the network structure can be determined by the dependencies among
these nodes. Our preliminary study shows that vehicle design parameters such as height,
width, engine displacement can impact the probability of vehicle accidents. In addition, the
performance of main functional systems (i.e. engine, chassis, body, electronics and control)
can influence the failure patterns of the vehicle. Based on these results, we divide the network
nodes into three categories: root node (node without parent node), leaf node (node without
child node), and descendant node (node with both parent and child nodes). Specifically, the
root nodes include product design parameters, make origin and performance of vehicle
subsystems. The performance of major functional systems, accident rate and failure rate as
well as the price of the vehicle are defined as descendant nodes. The only leaf node is the
vehicle qualitymetric. After that, the topology of the BN is established. The basic assumption
is that the root nodes of the vehicle (e.g. design parameters, performance of subsystems, make
origin) affects the performance of descendant nodes (e.g. performance of major functional
systems), and the descendant nodes eventually affect the leaf node (i.e. vehicle quality).

3.4.2 Determination of node states. In order to get probabilistic inference from a BN, the
node states need to be determined and discretized for computational convenience. For root
and descendant nodes, their states are discretized into 0 and 1. For nodes such as performance
of subsystems, design parameters and make origin, their states are determined by cutoff
points. The cutoff point of the performance of subsystem nodes is the average number of
repair items for a subsystem in certain amount of maintenance records. The cutoff points of
design parameters are their mean values from themarket data. Then the state of a node below
the cutoff point is set to 0, otherwise 1. Apart from that, the state ofmake origin node is set to 1
if the vehicle owns a domestic brand, otherwise 0.
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For the leaf node (vehicle quality), four states are assigned, which are determined by the
combination of two states of two indicators (low and high of failure rate Q1 and accident rate
A1). Based on theQ1 andA1 of one vehicle model, its vehicle quality node can be classified into
four states (0, 1, 2, 3), and the classification criteria and results are shown in Table 1.

3.4.3 Calculation of the probability of node. The probabilities to calculate in a BN include
prior, conditional and posterior probability. Prior probability refers to the predicted
probability before the occurrence of an event. Conditional probability is the probability of one
event occurring given that another event has occurred. Posterior probability is the
probability that an event is caused by a certain factor given that this event has occurred. In
our research, the prior and conditional probabilities are calculated from the statistical
analysis of maintenance records. The prior probability of a root node in BN is obtained by
calculating the ratio between the maintenance records of the vehicle in one state (Xi ∈ f0; 1g)
and the total number N of maintenance records of the sample as shown in Equation (10):

PðXi ¼ kÞ ¼ m

N
(10)

Here k ¼ 0 or 1, representing the node state, and m is the number of maintenance records
corresponding to the node state k. The conditional probabilities are determined by the
conditional probability formula as shown in Equation (11):

PðAjBÞ ¼ PðABÞ=PðBÞ (11)

Here A and B are two nodes with states. However, in some cases, the conditional probabilities
may not be available. For example, suppose we want to calculate the conditional probability
PðC ¼ 1jA ¼ 1;B ¼ 0Þ, where A, B and C denote the body length, weight and price of the
vehicle model, respectively (their state is 0 if the node variable is below themean, otherwise 1).
In fact, there may not be a vehicle model with A ¼ 1 and B ¼ 0; i.e. its body length is above
the mean but the weight is below the mean. In this situation, we use the weighted average of
the probabilities of other states that are similar to the state of interest as its interpolated
conditional probability. Here the similarity is calculated based on the Euclidean distance
between the state of interest and the other states with available conditional probabilities
(Xiong and Yao, 2021). Figure 5 shows an example of this treatment. Based on similarity
measurements, the most similar cases to A ¼ 1;B ¼ 0 are A ¼ 0;B ¼ 0 and A ¼ 1;B ¼ 1.
Then, the mean of the probabilities of these two cases is taken as the missing probability.

The posterior probability derived from BN inference is based on variable elimination
method (Chavira and Darwiche, 2007) as shown in Algorithm 1. This method converts the
global probability inference calculation into the factor product and summation operation of
local node variables through the existing joint probability distribution PðX1; . . .XnÞ. It
gradually eliminates the other node variables unrelated to the evidence variables (i.e. node

Vehicle quality state Failure rate Accident rate

0 Low (Q1 < Q1Þ Low (A1 < A1Þ
1 Low (Q1 < Q1Þ High (A1 ≥ A1Þ
2 High (Q1 ≥ Q1Þ Low (A1 < A1Þ
3 High (Q1 ≥ Q1Þ High (A1 ≥ A1Þ
Note(s):Q1 andA1 are the number of the records that fall into the category of Repair orAccident-related repair

perNmaintenance records, respectively.Q1 andA1 are the average of failure rateQ1 or average of accident rate
A1 with multiple sampling from the raw dataset, respectively
Source(s): Authors own work

Table 1.
Description of four

vehicle quality states
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variables with known probabilities) and query variables (i.e. node variables that need to
calculate the posterior probabilities) in a specific order (Chavira and Darwiche, 2007). Then,
the posterior probability distribution of the query variable can be obtained.

Algorithm 1. Variable elimination: VEðN ;E ; e;Q ; ρÞ

4. A case study of passenger vehicles
To demonstrate the validity of the proposed framework, we present a case study employing
the vehicle maintenance records collected by a data service company. The dataset contains
around 20 million vehicle maintenance records from auto dealerships in each of two
provincial administrative regions of China (Shanghai and Shandong) between 2015 and 2020.
These records include vehicle-related attributes (e.g. mileage, model) and maintenance
information (e.g. record ID (identifier), fault description, repair date, item description, repair
parts). The privacy-related information had been removed when we received the dataset.
Table 2 shows a sample of the raw dataset after data cleaning.

In this case study, we apply the proposed framework to investigate what factors are
mostly related to vehicle quality, how these factors influence quality and examine whether

Figure 5.
An example of missing
probability
interpolation

IJQRM



such influences will vary between regions. Particularly, we are interested in Sport Utility
Vehicles (SUVs), which is a vigorous segment in China’ automobile market (Jiang et al., 2023;
Wang et al., 2015). We randomly sampled 5,000 maintenance records for each of the 74 best-
selling SUV models from both Shandong and Shanghai (i.e. 370 thousand records for each
region), whose sales account for more than 75% of the whole SUV market.

The descriptive statistics of these SUVs from the sampled datasets are summarized in
Table 3. The continuous variables include Vehicle Price (RMB, the currency unit of China),
Engine Displacement (milliliter), and Repair Mileage (kilometer). Categorical variable includes
Make Origin showing the origin of the car brand, which is an intrinsic attribute regardless of
the region. It can be seen that the average Price, Displacement,Mileage of SUVs in Shanghai
are slightly higher than those in Shandong. European and American SUVs hold the largest
market share, followed by Chinese and Japanese SUVs.

5. Results
In this section, we first present the established dictionary and the classification results of
maintenance records and items. Then we show the built BN based model for vehicle quality
analysis. Finally, we report the relationship between vehicle attributes and vehicle quality
based on BN inference, and discuss the regional differences.

5.1 The established dictionary and classification of maintenance records
Table 4 shows sample entries of the established dictionary of maintenance items. A typical
entry in the dictionary includes item code, item name, associated keywords, number of
keywords, and related vehicle subsystem, main system and main category. For example,
“Fuel Pressure Regulating Valve Failure”, coded as 11508, is a repair item under the fuel
supply subsystem and the engine system. Our built dictionary includes 451 maintenance

Record
ID Model Mileage

Fault
description

Repair
date Item description Repair parts

65752012 Buick
Envision

32,321 km “Add fuel
additive”

2016/4/
18

“Add fuel
additives to new
cars”

“Gasoline
detergent
150 ML”

Source(s): Authors own work

Shandong Shanghai
Continuous variables Mean Min Max Mean Min Max

Vehicle price (RMB) 254,340 70,900 639,900 268,230 70,900 653,000
Engine displacement (milliliter) 1,925 999 3,778 1,952 1,299 3,778
Repair mileage (Kilometer) 34,141 101 588,888 36,614 101 594,900

Categorical variable
Make origin Chinese (%) America (%) Japan (%) Korea (%) Europe (%)

75,000 80,000 75,000 20,000 120,000
20.27% 21.62% 20.27% 5.41% 32.43%

Source(s): Authors own work

Table 2.
A sample of the raw

dataset

Table 3.
Descriptive statistics of

SUVs from the
sampled datasets
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items, which belong to 29 subsystems, 7 main systems and 3 main categories. The average
number of associated keywords for each maintenance item is 1.64.

Figure 6 presents the classification of maintenance records for SUVs in Shandong and
Shanghai using the dataset introduced in Section 4. A dot in the group Rsd represents the
number of maintenance records of one SUV model classified as Repair (R) in Shandong, and
the corresponding box plot shows the four quantiles of the distribution. The interpretations of
the other symbols are alike. We can observe that the records falling into the category of
Maintenance account for about 70–80% of total records in each region, which indicates that
the services in dealerships are dominated by routine maintenance. When comparing the
differences between two regions, we find that themean number ofRepair records in Shanghai
(μ ¼ 646; std ¼ 438) is lower than that in Shandong (μ ¼ 690; std ¼ 468), though this
difference is not significant in a two-sample t-test ðt ¼ 0:602; p ¼ 0:549Þ. In addition, there
are some scattered points that deviate far from themean of boxplots, which implies that these
SUV models may have more quality problems compared to average.

Code Item Keywords
Number of
keywords Subsystem

Main
system Category

11508 Fuel Pressure
Regulating Valve
Failure

Fuel, pressure,
Regulating

3 Fuel supply Engine R

22112 Engine cover
inspection
lubrication

Engine,
inspection,
lubrication

3 Engine
inspection

Inspection M

30027 Water tank frame
shaping

Water tank,
frame

2 – – A

Source(s): Authors own work

Table 4.
Sample entries from
the dictionary of
maintenance items. R,
M and a indicate the
items falling into the
category of repair (R),
maintenance (M) or
accident-related
repair (A)

Figure 6.
Classification results of
maintenance records
for SUVs in Shandong
(with the subscript of
sd) and Shanghai (with
the subscript of sh)
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After getting the classification of maintenance records, we calculated two quality indices of
74 SUVmodels using Equations (8)-(9). Their distributions are shown in Figure 7 smaller Q1 or
Q2 indicates better performance in the quality evaluation. Our results show that Q1 and Q2 of
most SUVmodels concentrate around 0.100 to 0.150. Additionally, SUVs in Shanghai may have
better performance than SUVs in Shandong as the former have a lower mean of Q1

(μ ¼ 0:129; std ¼ 0:088Þ than the latter (μ ¼ 0:138; std ¼ 0:094). Nevertheless, the Q2 of some
SUV models in Shanghai exceeds 0.25 or even 0.3 and the average of Q2 in Shanghai
(μ ¼ 0:148; std ¼ 0:069) is larger than that in Shandong (μ ¼ 0:133; std ¼ 0:054), which could
be resulted from that a maintenance record may averagely include more maintenance items for
some SUVmodels in Shanghai than that in Shandong. This result reveals that the quality index
Q1 can reflect the frequency of vehicle failures, which is more suitable for measuring the overall
quality of the vehicle, while Q2 is better to measure the cost required for fixing these failures.

5.2 The Bayesian Network model for vehicle quality inference
To investigate what factors are mostly related to vehicle quality and how these factors
influence quality, we built a BN model as shown in Figure 8. This network includes 16 root
nodes (x1 to x16), 7 descendant nodes (x17 to x23) and 1 leaf node (x24). The root nodes include
vehicle design parameters (e.g. length, width, height), and the performance of basic functional
subsystems of vehicles. The descendant nodes reflect the performance of higher-level
functional systems and price. The leaf node indicates the overall quality evaluation of vehicle.
Such network allows us to explore how vehicle design parameters and the performance of
functional systems influence the overall quality of vehicles.

As mentioned in Section. 3.4, BN based diagnostic inference needs the calculation of prior
and conditional probabilities of nodes, and a reasonable setting of the node states and cutoff
value of each state is the first step. Table 5 presents the nodes and their states with cutoff
values in the built BN. For example, if the body length of a SUVmodel is less than 4,600 mm,
then the state of x1 (Length) is set to 0, otherwise 1. The state of x16 (Make Origin) is set to 1 for
vehicles with domestic brands and 0 for others. The leaf node x24 (Vehicle quality) has four
states, determined by the combination of two states of two indicators (low and high of failure
rate Q1 and accident rate A1).

Figure 7.
Histograms of quality
indices Q1 and Q2 for

SUVs in Shandong and
Shanghai
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Category of nodes Node Definition
States of nodes with cutoff

values

Design parameters (mm) x1 Length 0 (<4,600) 1 (≥4,600)
x2 Width 0 (<1,850) 1 (≥1,850)
x3 Height 0 (<1,680) 1 (≥1,680)

Design parameters (milliliter) x4 Displacement 0 (<1,800) 1 (≥1,800)
Subsystem (items/1,000 records) x5 Engine sensor 0 (<8) 1 (≥8)

x6 Exhaust system 0 (<5) 1 (≥5)
x7 Crank link 0 (<24) 1 (≥24)
x8 Oil leakage 0 (<9) 1 (≥9)
x9 Transmission 0 (<8) 1 (≥8)
x10 Running gear system 0 (<39) 1 (≥39)
x11 Brake system 0 (<4) 1 (≥4)
x12 Air conditioner 0 (<11) 1 (≥11)
x13 Light failure 0 (<6) 1 (≥6)
x14 Wiper and airbag system 0 (<5) 1 (≥5)
x15 Window system 0 (<16) 1 (≥16)

Make Origin x16 Make Origin 0 (Overseas) 1 (Domestic)
Price (RMB) x17 Price 0 (<250,000) 1 (≥250,000)
Main system (related records/
1,000records)

x18 Engine 0 (<210) 1 (≥210)
x19 Chassis 0 (<47) 1 (≥47)
x20 Electrical and control

system
0 (<18) 1 (≥18)

x21 Body system 0 (<17) 1 (≥17)
Number of items (items/1,000records) x22 Accident-related repair

items
0 (<168) 1 (≥168)

x23 Repair items 0 (<513) 1 (≥513)
Vehicle quality x24 Vehicle quality 0 (Q1 < 0:109; A1 < 0:104)

1 (Q1 < 0:109; A1 ≥ 0:104)
2 (Q1 ≥ 0:109; A1 < 0:104)
3 (Q1 ≥ 0:109; A1 ≥ 0:104)

Source(s): Authors own work

Figure 8.
The structure of the
Bayesian
network model

Table 5.
Nodes with their states
in the Bayesian
network
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After determining the states of all nodes, the prior probabilities of each root node and the
conditional probabilities of other nodes can be calculated as explained in Section 3.4.3. Then
the posterior probabilities of root nodes can be obtained. Figure 9 shows the posterior
probabilities of all root nodes x1 to x16 and node x17 (Price) for a given vehicle quality state
(Q ¼ 0; 1; 2; 3) in Shandong and Shanghai. These nodes are mostly basic attributes of
vehicles. Take the x17 (Price) in Shandong (see the orange dots) as an example, if a SUV
model’s vehicle quality falls into the category of low failure rate and low accident rate
(i.e. Q ¼ 0), then the probability that its price is less than market average
(i.e. Pð x17¼ 0jQ ¼ 0Þ) is 0.624. Similarly, if the vehicle quality falls into the category of
low failure rate and high accident rate (i.e. Q ¼ 1), then such probability (i.e.
Pð x17¼ 0jQ ¼ 1Þ) becomes 0.480. This result implies that the increase of vehicle accident
rate may relate to the increase of vehicle price. A possible explanation is that pricier SUVs are
usually larger in size and vulnerable to scuffing and scraping (Takubo and Mizuno, 2000). In
addition, the owners of these vehicles are more inclined to go to brand dealerships for
maintenance rather than small repair shops with less data reported.

As can be seen from Figure 9, the posterior probabilities of most nodes do not change
equally for the four states of vehicle quality, such as design parameter x4 (displacement) and
functional system of chassis x10 (Running gear system). In contrast, the posterior probability
of x17 (Price) seems to equally change across different states of vehicle quality, which
indicates that the quality of vehicles in Shandong may have potential relationship with price.
However, this observation does not apply to Shanghai, which may be related to the different
levels of local economic development, since Shanghai’s per capita GDP (Gross Domestic

Figure 9.
Posterior Probabilities
of 16 root nodes and
price node for four

states of the leaf node
(vehicle quality) in
Shandong (sd) and
Shanghai (sh). The

numbers 1,2,3 . . . 17 on
the horizontal axis
correspond to the

nodes x1; x2; x3 . . . x17
respectively
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Product) is 173,800 RMB and Shandong’s is 81,800 RMB in 2021 (Pan et al., 2022). For those
attributes related to electrical and control system and body system, such as x13 (Light failure)
and x15 (Window system), their posterior probabilities do not differ significantly for different
states of vehicle quality, and this finding applies in both Shandong and Shanghai. This result
implies that the performance of electrical and control and body system of these SUV models
are relatively stable in the two regions.

5.3 Assessment of the influence and importance of different vehicle attributes on vehicle quality
According to Table 5, vehicle quality (x24) includes four states (Q∈ f0; 1; 2; 3g), which
corresponds to the combination of low and high of failure rate and accident rate. Table 6 shows
the nodeswith the largest change of posterior probability during the evolution of vehicle quality
states in Shandong and Shanghai. A large change may imply strong influence of the node on
vehicle quality. For example, in Shandong, the posterior probability of node x4 (Displacement) is
smaller than market average given that the vehicle has both low failure rate and accident rate
(Pðx4 ¼ 0jQ ¼ 0Þ) is 0.434, while the same probability under that a vehicle has low failure rate
but high accident rate (Pðx4 ¼ 0jQ ¼ 1Þ) is 0.274. Here the difference implies that the engine
displacement may have some influence on vehicle accident rate. This influence can also be
captured by calculating the change of such probabilities during the evolution from ðQ ¼ 2Þ to
ðQ ¼ 3Þ where the failure rates are both high but the accident rate increases. Similarly, the
change of posterior probabilities during the evolution from ðQ ¼ 0Þ to ðQ ¼ 1Þ and from
ðQ ¼ 1Þ to ðQ ¼ 3Þ can reflect the influence of vehicle attributes on vehicle failure rate.

When examining the evolution processes of ðQ ¼ 0Þ→ ðQ ¼ 1Þ and ðQ ¼ 2Þ→ ðQ ¼ 3Þ
in Table 6, we find x3 (Height) and x2 (Width) may have potential influence on vehicle accident
rate. SUV models with smaller vehicle height or weight can be more sensitive to complex
driving conditions such as bumpy roads and lower stability and passability may lead to a
higher probability of vehicle accidents. In addition to these design parameters, the accident
rate of the SUV models in Shandong is greatly affected by x17 (Price), but this observation
does not apply for Shanghai.

When examining the evolution processes of ðQ ¼ 0Þ→ ðQ ¼ 2Þ and ðQ ¼ 1Þ→ ðQ ¼ 3Þ
in Table 6, we find the posterior probabilities of x5 ð Engine sensor), x6 (Exhaust system), x7
(Crank Link) under the engine system and x10 (Running gear system) change the most and
could influence the vehicle failure rate greatly. These four systems are critical to the normal
operation of vehicles and failed vehicles usually have large number of repair items related to
them. In addition, we find the failure rate of SUVmodels in Shanghai seems to bemore related
with the vehicle design parameters, while the performance of engine system has a greater
impact on vehicle failure rate in Shandong. One possible explanation is that vehicle owners in
Shanghai aremorewilling to conduct routinemaintenances, which can reduce the probability
of engine failures (Ouyang et al., 2019). The vehicle parts in Shandong are aging and wearing
more seriously due to lower maintenance frequency.

In order to assess the importance of these vehicle attributes’ influence on vehicle quality,
we suggest two indices, ImpAi and ImpRi, to denote the importance of the influence of node xi
on the vehicle accident rate and failure rate, respectively. Their calculations are shown in
Equations (12) and (13).

ImpAi ¼ jPðxi¼ 0jQ ¼ 0Þ � Pðxi¼ 0jQ ¼ 1Þjþ
jPðxi¼ 0jQ ¼ 2Þ � Pðxi¼ 0jQ ¼ 3Þj (12)

ImpRi ¼ jPðxi¼ 0jQ ¼ 0Þ � Pðxi¼ 0jQ ¼ 2Þjþ
jPðxi¼ 0jQ ¼ 1Þ � Pðxi¼ 0jQ ¼ 3Þj (13)
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Table 6.
Nodes with largest
change of posterior
probabilities during

the evolution of vehicle
quality states in
Shandong and

Shanghai
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Figure 10 presents the importance of the 17 nodes for vehicle accident rate and failure rate in
Shandong and Shanghai. It can be seen that the nodes of the design parameters significantly
affect the accident rate, and the most important nodes are x3 (Height), x4 (Displacement) and
x17 (Price). When comparing the two regions, the importance of most nodes for vehicle
accident rate are close to each other except x7 (Crank link), x10 (Running gear system) and x17
(Price). In fact, the number of crank link related maintenance items of some SUV models in
Shanghai are much higher than those in Shandong, and some of these SUVmodels have been
recalled. In addition, the average price of SUV models in Shanghai (μ ¼ 268; 230) is higher
than that in Shandong (μ ¼ 254; 340), which implies that customers in Shanghai may prefer
higher-end versions of vehicles, while customers in Shandong may prefer normal ones. The
differences of these models in performance and durability can also lead to the difference of
price impact between the two regions.

When examining the importance of nodes on vehicle failure rate, we find the mechanical
system nodes such as x6 (Exhaust System), x7 (Crank link) and x10 (Running gear system) are
themost important ones. These nodesmainly belong to the engine system and chassis system
with the highest number of repair items in our previous analysis. When comparing the
regional differences, the importance of these nodes for vehicle failure rate varies greatly. One
possible reason is that vehicle chassis systems are more prone to fail on lower-quality roads
as they need to withstand the direct impact from ground. In addition to the level of economic
development, natural factors such as temperature, can also affect the performance of engine
intake and transmission systems (Culley et al., 2009). The average annual temperature is
17.8 8C in Shanghai (Gu et al., 2020) and 15.0 in Shandong (Zhang et al., 2020) from 2014 to
2021, which may contribute to the difference of the importance of x6 (exhaust system) and x7
(crank link) between the two regions. According to these results, auto makers may consider
allocating more resources to improve the design and manufacturing of running gear system
and crank link in their next-generation SUVs.

Figure 10.
Importance of 17 nodes
on vehicle quality
(accident rate and
failure rate) in
Shandong and
Shanghai
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6. Conclusion
In this paper, we propose an integrated data-driven framework for vehicle quality analysis
from massive vehicle maintenance records. To support the data processing and analysis
within the framework, a comprehensive dictionary on vehicle maintenance items, a
classification workflow for maintenance records, and a BNmodel for diagnostic inference are
developed. Our framework enables automatic processing of larger-scale vehicle maintenance
records for vehicle quality analysis, and can support auto companies, consumers and
regulators to make better decisions.

We demonstrate the validity of the proposed framework through a case study using data
from two regions in China’s automotive market. Our results show that the quality index that
involves the counting of maintenance items instead of records can provide more detailed
pictures on the quality of vehicles. The results fromBNbased diagnostic inference reveal that
the quality problems of SUVs concentrate in engine and chassis systems, such as crank link
and running gear system. Automobile manufacturers can increase their competitiveness by
continuously fixing essential quality problems and improving their vehicle design in a timely
manner from these insights. Auto suppliers can store parts in advance by analyzing the trend
of vehicle quality problems. We also find that some vehicle design parameters (e.g. height)
and performance of functional systems (e.g. crank link) significantly affect the accident rate
as well as the failure rate of vehicles, and the influence and importance of these parameters
vary between different regions. Automobile manufacturers and sellers can utilize these
results to differentiate their design and marketing strategies correspondingly.

One limitation of this study is the incompleteness of the vehicle maintenance records. The
collected recordsmay not fully reflect thewhole auto servicemarket since only two regions’ data
are reported.We hope to conduct time-series analysis ofmore vehiclemaintenance records in the
future, which can reveal the spatial and temporal dynamics of vehicle quality, and support
makingmore reasonable decisions inwarranty strategy adjustment andvehicle design.Another
limitation is that only linear relationships between vehicle quality and vehicle attributes are
considered in the proposed framework. We expect to leverage nonlinear modeling techniques
such as neural networks beyond BN for diagnostic inference analysis from these records.
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