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Abstract: Mobile robots play an important role in smart factories, though efficient task assignment
and path planning for these robots still present challenges. In this paper, we propose an integrated
task- and path-planning approach with precedence constrains in smart factories to solve the problem
of reassigning tasks or replanning paths when they are handled separately. Compared to our previous
work, we further improve the Regret-based Search Strategy (RSS) for updating the task insertions,
which can increase the operational efficiency of machining centers and reduce the time consumption.
Moreover, we conduct rigorous experiments in a simulated smart factory with different scales of
robots and tasks. For small-scale problems, we conduct a comprehensive performance analysis of our
proposed methods and NBS-ISPS, the state-of-the-art method in this field. For large-scale problems,
we examine the feasibility of our proposed approach. The results show that our approach takes little
computation time, and it can help reduce the idle time of machining centers and make full use of
these manufacturing resources to improve the overall operational efficiency of smart factories.

Keywords: task assignment; path planning; integrated planning; energy consumption; mobile robot

1. Introduction

A smart factory usually has a series of machining centers, industrial robots, storage
racks, and mobile robots. The mobile robots can assist the industrial robots and machining
centers with complex manufacturing jobs by delivering raw materials and parts and
inspecting the status of production lines [1–3]. As the number of robots and tasks grows,
the scheduling and planning of these robots can become complicated. Therefore, it is
necessary to investigate how to efficiently assign and schedule mobile robots to transport
materials between machining centers and storage racks with the goal of minimizing the
makespan (i.e., the time consumed in transportation and processing) and/or the amount
of consumed energy. Moreover, constraints of temporal precedence usually exist between
sequential manufacturing processes and material delivery operations (e.g., picking up,
delivering, processing, and storing). This type of scheduling and planning problem can
be defined as a precedence-constrained multi-agent task assignment and path finding
(PC-TAPF) problem [4].

In a PC-TAPF problem, a set of tasks and a team of mobile robots are usually given
at the beginning. We first need to assign each task to a suitable robot [5], then a set of
conflict-free paths for robots needs to be generated to ensure the assigned tasks can be
successfully completed [6,7]. Note that precedence constraints can exist between tasks in
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a PC-TAPF problem [8]. For example, suppose that A, B, and C are three transportation
tasks, and tasks A and task B must be completed before task C is started. Then, the initial
position of task C can only be determined once the target positions of task A and task B
have been determined in a scenario of flowline production [4]. Therefore, considering that
the precedence constraints of transportation tasks are different between these environments,
it is not appropriate to simply apply the task assignment and path-planning algorithms
developed for warehousing in smart manufacturing.

Various approaches have been developed to solve PC-TAPF problems [9–12]. These ap-
proaches often solve task assignment and path finding separately. The common procedure
is to generate all possible assignments, and then, find a feasible path for each assigned task.
However, many of these approaches either suffer from high complexity in computation,
which leads to difficult deployment in practice, or simply assume the solved paths will
not conflict with each other no matter how the tasks are assigned [13–15]. For example,
Andy Ham [16] proposes a novel application of constraint programming for the job-shop
scheduling problem (JSP) with transbots. Fatemi-Anaraki et al. [17] propose mixed-integer
linear programming and constraint programming approaches for the scheduling of multi-
robot job-shop systems in dynamic environments. These approaches focus on solving task
scheduling problems and may not directly apply to those problems where task assignment
and path finding are coupled.

In recent years, approaches that jointly solve task assignment and path finding
have been emerging. For instance, the CBM (Conflict-Based Min-Cost-Flow) and CBS-
TA (Conflict-Based Search with Optimal Task Assignment) algorithms [18,19] can find
makespan-optimal solutions to task assignment and path finding. Brown et al. [4] proposed
a four-level hierarchical algorithm for computing makespan-optimal solutions to PC-TAPF
problems. However, many of these algorithms are limited by poor scalability, and timeout
failures can happen when the numbers of agents and tasks become relatively large. In
addition, they usually only consider makespan as the single optimization objective.

To tackle these issues, some new methods have been proposed to solve task assignment
and path finding problems in an integrated way [20–22]. For instance, Dasgupta et al. [20]
developed a combined method to generate task sequences by dynamically updating path
costs. When the initially calculated paths need to be changed to avoid collisions, their
associated task sequences will also be reassigned. Chen et al. [21] designed an integrated
method where task assignment choices are determined by actual delivery costs. The actual
path cost is considered when assigning tasks to agents for improving the quality of task
assignment. However, these methods do not consider the precedence constraints between
tasks and may not apply to the scenario of smart manufacturing.

To make up for these shortcomings, in this paper, we propose an integrated task-
and path-planning approach for mobile robots in smart factories. This approach can
solve task assignment and path planning in a joint way while considering the precedence
constraints of tasks and conflict-free constraints of paths. The core ideas of the approach
are the Looking-backward Search Strategy (LSS) and Regret-based Search Strategy (RSS)
developed for the process of task assignment, which can further reduce the total operating
time and the consumed energy of machining centers. Specifically, the Regret-based Search
Strategy (RSS) is inspired by the regret mechanism [23–26] in the task assignment process.
In the regret mechanism, instead of greedily choosing the current best solution, both the
best and the second-best solutions are considered, which facilitates finding a more efficient
solution from a holistic point of view. For example, Zheng et al. [25] used the regret
mechanism to assign tasks to mobile robots considering both the smallest and second
smallest travel distances. Similarly, Dohn et al. [26] used the idea of regret for determining
the weighted sum of the best candidate and second-best candidates to visit each customer
in a homecare staff scheduling problem. Our proposed RSS also adopts this mechanism
and reduces the idle time of machining centers in smart factories.

Our approach preliminarily solves the coupling of task assignment and path planning
while improving the operational efficiency and reducing the energy consumption of the
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smart factory. It can contribute to the practical deployment of multi-mobile robot systems
in smart factories and promote the development of more advanced high-efficiency and
energy-saving manufacturing modes.

This paper is structured as follows. Section 2 introduces our integrated task assignment
and path-planning approach. Section 3 presents a simulation experiment validating the
proposed approach and discusses the experimental results. Section 4 provides a summary
of our work and suggests future research directions.

2. Methods
2.1. Problem Formulation

Solving the PC-TAPF problem in a smart manufacturing environment is defined
as determining how to optimally assign tasks with precedence constraints and generate
conflict-free paths for each moving robot. In our study, the environment is represented as a
grid map consisting of cells with a unit length, and an index incrementally numbered from
left to right and top to bottom is used as the position coordinate of each cell. For example,
in a 5× 10-cell grid, the cell in the upper left corner is indexed with 0, while that in the
lower right corner is indexed with 49. Thus, in path finding, graph-based search methods
such as CA* [27] can be adopted.

Let Mi = {1, . . . , m} be a set of optional machining centers for task i when operating
task i. This setting considers a scenario where several machining centers are available for a
manufacturing job, and generally, the energy consumed by different machining centers and
the distance between these machining centers and mobile robots are different, resulting
in various total time and energy consumption. For example, to process task t1, the energy
consumption of machining center m1, m2 is ea, eb, respectively (in most cases ea ̸= eb). The
time taken to travel t1 to the machining center m1, m2 is tc, td, respectively (in most cases,
tc ̸= td). In this way, for task t1, there is coupling between the energy consumed in choosing
which machining center to process and the time taken to choose which robot to transport.
In fact, the energy consumption is not necessarily smaller when the transportation time
is shorter. For example, when ea > eb and tc < td, although the energy consumption of
machining center m1 is larger than m2, it will take less time to transport t1 to machining
center m1 compared to m2. Thus, it is important for a task to choose the proper machining
center to save the time and energy. This means that the goal positions of some tasks are
unknown before the final task assignment, in which these tasks will eventually be assigned
to appropriate machining centers considering both the time and energy efficiency.

Let T = {1, . . . , n} represent a set of tasks in the smart factory in which the cargo (e.g.,
materials or parts) is transported from starting positions to designated positions. Each
task i ∈ T has a given tuple with seven attributes,

(
typei, spi, gpi, sti, gti, parenti, Mi

)
. typei

is the type of task i, and typei = 0 represents that in task i, the cargo will be transported
from a storage zone or machining center to another machining center (note here that the
goal position of task i is still unknown), while typei = 1 represents that the cargo will be
transported from a machining center to a storage zone (note here that the goal position
of task i is known because we assume that the storage location of each part is known and
fixed). These constraints are defined in Equations (7)–(9) in the following formulation.

Given a grid map with g cells, spi, gpiϵ{−1, . . . , g− 1} are the starting and goal posi-
tions of task i, respectively, which equals −1 when the starting or goal position is unknown.
sti, gtiϵ{−1} ∪N are the starting and finishing times of task i, respectively, which equals−1
when either one is unknown. parenti is the parent task of task i, and it must be completed
before starting task i. Here, we only consider a basic case where each task has one parent.
R = {1, . . . , a} represents the set of robots for transporting tasks. sj denotes the starting
position for each robot j ∈ R. The starting positions of all robots are randomly assigned in
the docking zone at the beginning. In this study, the robots are assumed to be able to turn
around in place; thus, robot heading is not considered in task assignment.

In order to transport task i, the initial and goal positions of task i need to be determined
first through the task assignment process. Then, robot j moves to the starting position spi
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of the task i and transports the cargo to the goal position gpi. During this period, time is set
to be discretized into unit time steps, and a robot can move over one cell in one time step.
In the path finding process, two types of collisions need to be avoided: vertex collision and
edge collision. The former states that two robots should not occupy the same cell at the
same time, and the latter means that two robots should not move along adjacent cells in
opposite directions at the same time.

Let P = {sp1, · · · , spn, gp1, · · · , gpn} be all possible positions that robot j can ar-
rive at. TAjp : R× P→ {0, 0.5}, j ∈ R, p ∈ P represents a task assignment mapping ta-
ble that maps the indices of robot j and the loading or unloading position p to a fixed
value, which equals 0.5 if and only if robot j ∈ R has to reach the position p ∈ P.
TAjspi

+ TAjgpi
= 1 means that task i is assigned to robot j. The optimization vari-

able MTkt : M× Time→ {0, i}, k ∈ M, t ∈ Time, i ∈ T represents a processing mapping
table, which equals i if and only if the machining center k is processing task i at time t.
MTkt = 0 implies that machining center k is idle at time t. ct

j denotes the number of loading
tasks of robot j at time t. locj(t) denotes the location of robot j at time t. tj denotes the time
spent by robot j transporting all the tasks assigned to it. tk and ek denote the time spent and
energy consumed by machining center k, respectively, after completing all tasks assigned
to it.

The problem formulation is given in Equations (1)–(12). In Equation (1), PT is the sum
of the maximum time spent by all robots transporting all tasks (i.e., max

j∈R
tj, the maximum

transportation time), and the maximum time spent by all machining centers to process all
tasks (i.e., max

k∈M
tk, the maximum processing time). PE is the total energy consumed when

machining centers are operating, (i.e., ∑m
k=1 ek, the total processing energy). The weighted

sum method is used to convert the multi-objective functions into a single function. wt
and we represent the weight of transportation time and processing time, and the weight of
energy consumed by machining centers, respectively. The overall optimization goal is to
minimize F subject to the constraints in Equations (2)–(12).

Minimize

F = wtPT + wePE = wt

(
max
j∈R

tj + max
k∈M

tk

)
+ we∑m

k=1 ek (1)

Subject to
TAjspi

+ TAjgpi
∈ {0, 1}, ∀i ∈ T, ∀j ∈ R (2)

∑a
j=1 TAjspi

+TAjgpi
∈ {0, 1}, ∀i ∈ T (3)

ct
j ∈ {0, 1}, ∀t, ∀j ∈ R (4)

locj(t) ̸= locj′(t), ∀j, j′ ∈ R, j ̸= j′, ∀t (5){
locj(t), locj(t + 1)

}
̸=

{
locj′(t + 1), locj′(t)

}
, ∀j, j′ ∈ R, j ̸= j′, ∀t (6)

gpi = −1, ∀i ∈ T s.t. typei = 0 (7)

gpi ≥ 0, ∀i ∈ T s.t. typei = 1 (8)

spi ≥ 0, sti = 0, gti = −1, parenti = ϕ, ∀i ∈ layer1 (9)

spw ≥ 0, spw′ = −1, ∃w, w′ ∈ layerl , l ≥ 2, w ∈ T, w ̸= w′, ∀typeparentw′ = 0 (10)

stw = −1, ∀w ∈ layerl , l ≥ 2, w ∈ T (11)

parentw = i, ∃i ∈ layerl−1, ∀w ∈ layerl , l ≥ 2, w ∈ T (12)

Equation (2) indicates that the loading and unloading processes of a task are performed
by the same robot. Equation (3) means that a task can only be transported by exactly
one robot. Equation (4) implies that each robot is capable of transporting at most one
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task at a time, i.e., a robot cannot transport multiple tasks simultaneously. Equation (5)
implies there is no vertex collisions between robots. Equation (6) implies that there is
no edge collision between robots. Equations (7)–(12) describe the constraints of certain
task attributes when considering the precedence of tasks, and the details are described
below. The time complexity is O(mnabd), where m, n, a represent the number of optional
machining centers, tasks, and robots, b is the branching factor of the tree, and d is the depth
of the goal node.

Figure 1 shows an illustrative example of a task queue organized in three layers
consisting of five tasks with precedence constraints. job1 represents the manufacturing
process of the gear, which can be roughly divided into three tasks—task t1: machining the
outer circle and inner hole, where the robot takes the steel blank from the raw material
area and transports it to one of the lathe machines; task t2: machining the teeth, where
the robot transports the workpiece from task t1 to the gear shaping machine; task t3:
warehousing, where the robot transports the workpieces from task t2 to the finished
product area. Similarly, job2 represents the manufacturing process of the shaft, which can
be roughly divided into two tasks: machining the shaft and warehousing. Obviously, task
t2 must be carried out after t1 is completed, while t1 and t4 can be started at the same time.
And task t2 is the parent of t1. In addition, we use l(l ≥ 1) to describe the lth layer of the
task queue, and each layer is a set of tasks in which tasks in the same layer do not need to
follow specific sequences, while tasks in two consecutive layers need to be carried out one
after another.
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Figure 1. An illustrative example of a task queue organized in three layers consisting of five tasks.
job1 and job2 represent the manufacturing processes of the gear and shaft, respectively.

Equations (7) and (8) indicate that the goal position is unknown for task i when
typei = 0 and is known for task i when typei = 1. This is because the task with typei = 0
needs to select a specific machining center, and its goal position can only be determined
after the planning process. The goal position of task with typei = 1 has to be known so that
it can be transported to a designated storage zone. Equation (9) indicates that for all tasks
in the base layer (l = 1), their starting positions should be known, their starting times are
set to 0, their finishing times are unknown initially, and can only be calculated when these
tasks are assigned, and all tasks in the base layer are pioneers without parent tasks.

Tasks in layerl (l ≥ 2) need to be assigned after the completion of their corresponding
parent tasks in layerl−1. This means that the attributes of tasks (e.g., the starting time and
the parent task) in layerl are not exactly the same as those in layerl−1 due to the precedence
constraints. Equation (10) describes that the starting positions of some tasks are known,
while others are unknown. In the latter case, the starting position of the current task
depends on the goal position of its corresponding parent task. That is, the starting position
of this current task will be known only after its parent task i with typei = 0 is assigned.
Likewise, Equation (11) requires that a task can be started only after its corresponding
parent task is completed. Equation (12) represents a task in layerl(l ≥ 2) that has one parent
task when the jobs have not been completed in layerl−1.
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2.2. Integrated Task and Path Planning

Figure 2 shows the overall workflow of the proposed approach. The tasks are first
organized into a queue by layer according to their precedence constraints, as shown in
Figure 1. Then, tasks are selected from the built task queue in increasing order of precedence
layers, i.e., tasks from the base layer are extracted first. For each selected task i, process
planning is first performed by traversing all available machining centers. For each possible
machining center k, its position is set as the goal position of task i. The energy consumed
by the machining center k and the machining time can be obtained from the initial settings.
Then, CA* is used to generate a reasonable path for robot j ensuring that no collision occurs
with other planned paths.
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The time consumption and energy consumption for task processing and transportation
are taken as the total consumption TC and stored in the Assignment Heap H in increasing
order (i.e., the assignment with least total consumption is at the top of the heap). The
Assignment Heap H contains all potential assignments of task i to each available robot
and machining center when typei = 0. The greedy algorithm is then used to select the
optimal task assignment from H and the loop cycle continues until all tasks are successfully
assigned. To reduce unnecessary waiting time for machining centers in the task assignment
process, we propose the Looking-backward Search Strategy (LSS) and Regret-based Search
Strategy (RSS), which are explained in the following subsections.

2.2.1. Looking-Backward Search Strategy (LSS)

Traditionally, a task will be assigned to a machining center at the time point right after
the last task assigned to this machining center is finished. This treatment is named the
Baseline method (or the traditional method) in our study, and may lead to unnecessary
waiting time since the time periods before starting the last assigned task might be free
for inserting the current task. Thus, we propose the Looking-backward Search Strategy
(LSS) to reduce the operating time. The basic idea is to search the available time periods
before the starting time of the last assigned task (i.e., looking backward) and try to identify
whether the current task can fit in any of those time periods.

Algorithm 1 shows the pseudo-code for updating the processing sequence via LSS. ti
k

denotes the time taken for machining center k to process task i. ti
j denotes the time when

robot j finishes the transporting task i to the machining center k, and tcur_max represents
the current total time taken by the machining center k to complete the last task that was
assigned. Equation (13) describes ∆ti, the search space of inserting task i (i.e., the feasible
time periods) when the looking-backward search is performed. Specifically, a counter
function count is performed to keep track of the time periods when the machining center k
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is idle. Here the greedy search strategy is used, which means that once we find the first
feasible time period insert, the search will stop and the identified period will be the time
period for machining center k to process task i.

∆ti =
(

ti
j, tcur_max

)
(13)

Algorithm 1 Update Processing Sequence via LSS [28]

Input: current task i, robot j, machining center k
Output: processing mapping table MTkt

1: Initialize count = 0
2: for all t ∈

(
ti
j, tcur_max

)
do

3: if MTkt == 0 then
4: count++
5: if count == ti

k then
6: for all t′ ∈

(
t, t + ti

k − 1
)

do

7: MTkt′ = i
8: end for
9: end if
10: end if
11: if MTkt! = 0 then
12: count = 0
13: end if
14: end for

Figure 3 shows an example case of updating the task assignment based on LSS. The
gray boxes represent the time periods occupied by assigned tasks (e.g., tasks a, b, c ∈ T)
and they cannot be replaced with new tasks. The yellow box represents the insertion time
period using the traditional selection method (i.e., the Baseline method). As shown in
Figure 3, it is right after the occupied time of the assigned task c. In other words, the
traditional method does not take into account the idle time of the machining center, but
simply adds the needed time period of processing the new task to the end of the machining
center’s processing queue. The blue box represents the first feasible insertion time period
following LSS, while the white boxes represent unoccupied time periods based on LSS. The
search space of the insertion time is (ti

j, tcur_max). Obviously, the new insertion strategy can
reduce the idle time for the machining center, and the total time and energy consumption
can be saved.

2.2.2. Regret-Based Search Strategy (RSS)

Note that LSS will stop searching after finding the first feasible time period for the
current task i. This greedy strategy may prevent the next task i′ from being inserted
backward since the identified time period to process task i may partially interfere with the
needed time period to process the next task i′. To address this issue, we propose a Regret-
based Search Strategy (RSS). The basic idea is that when we perform the task insertion of
the current task i, the algorithm also considers leaving enough space for inserting the next
task i′, i.e., thinking one step ahead.

Algorithm 2 shows the pseudo-code for updating the task assignment sequence via
RSS. The search space is the same as Equation (13). The core ideas are as follows.

1. An array inserts = {inserts0, inserts1, . . .} is defined to save all feasible time periods
that allow the insertion of task i. Note that the time period insert mentioned in
Figure 3 is the same as inserts when the size of inserts is 1.

2. Then, the insertion of the next task i′ is considered by filtering out the time periods
that allow the insertion of task i′, which can be accessed by the index regret.
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3. Finally, the final time period inserts f inal of task i is determinized depending on which
of the two cases shown in Figure 4 applies. The details of the two cases are provided
as follows.
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Algorithm 2 Update Processing Sequence via RSS [28]

Input: current task i, next task i′, robot j, machining center k
Output: processing mapping table MTkt

1: Initialize inserts = ϕ

2: for all t ∈ (ti
j, tcur_max) do

3: inserts←Find all feasible time periods of task i
4: end for
5: //regret
6: insertsregret ← Filter time periods
7: ifinsertsregret = ϕthen
8: inserts f inal ← max (inserts)
9: end if
10: if insertsregret! = ϕ then
11: inserts f inal ← min (insertsregret)
12: end if
13: //insert
14: for all t ∈ (inserts f inal , inserts f inal + ti

k − 1) do
15: MTkt = i
16: end for

Figure 4a,b illustrate the RSS method for the cases when the identified time periods
for inserting task i allow and do not allow the insertion of the next task i′, respectively. The
blue boxes represent the time periods occupied by assigned tasks (e.g., tasks a, b, c ∈ T),
and they cannot be replaced with new tasks. The yellow boxes represent the processing
time of tasks i and i′. The blue solid boxes represent all feasible insertion time periods
following RSS, while the blue dashed box represents the possible expanded time period
when the next task i′ arrives earlier than ti

j. The search spaces of the insertion times for the

current task i and the next task i′ are
(

ti
j, tcur_max

)
and

(
ti′

j′ , tcur_max

)
, respectively. Here, the

time margin is defined as the difference between a time period that allows the insertion of
a task and the actual needed processing time for that task (i.e., time margin = inserts2 − ti

k;
see the zoomed-in part of Figure 4a).

In Figure 4a, the array inserts = {inserts0, inserts1, inserts2} saves all time periods that
allow the insertion of task i, while insertsregret = {inserts0, inserts1} stores all time periods
that allow the insertion of both tasks i and i′. Then, insert f inal can be selected following
Equation (14). And in Figure 4a, inserts f inal = inserts2, and inserts0 will be reserved for
the next task i′. Note that the final insertion time period for task i′ will be assigned in the
next loop.

insert f inal = min
{(

insertsregretu − ti′
k

)
+

(
insertsv − ti

k
)}

,
insertsregretu ∈ insertsregret, insertsv ∈ inserts

(14)

In Figure 4b, we know that ti′
k > insertsv, ∀insertsv ∈ inserts. In this case, we will

select one from inserts by skipping the time period closest to ti
j (i.e., inserts0) and also

making its time margin as small as possible (see Equation (15)).

insert f inal = min
(

insertsv − ti
k

)
, insertsv ∈ inserts, insert f inal ̸= inserts0 (15)

This treatment results from considering if the next task i′ arrives at the machining
center earlier than ti

j, and the search space of the insertion time for task i′ will expand

to ∆ti′ =
(

ti′
j′ , tcur_max

)
. The expanded search space (i.e., the left-side blue dashed box in

Figure 4b) and the original search space inserts0 are likely to form a larger space that may
allow the insertion of the next task i′, and the time consumption can be further reduced.
Following the above procedures, the final selected time period inserts f inal for task i is
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inserts2, as shown in Figure 4b, and the final insertion time period for task i′ will be
assigned in the next loop.

3. Results of Simulation Experiments and Discussion
3.1. Experiment Settings

Figure 5 shows the layout of a smart factory represented by a grid map (13 × 18 cells)
including machining centers (dark green), corridors (white), docking zones for mobile
robots (light blue), and storage zones (dark gray). The storage zones are specified as raw
material areas (A1, A2), semi-finished product areas (B1, B2), and finished product areas
(C1, C2). The mobile robots (dark blue circles) can perform loading or unloading tasks in
the light green cells. After completing all tasks assigned to it, the robot will stop in the
docking area to avoid collisions with other robots that are still in working mode.
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After receiving the starting signal, a mobile robot leaves from the docking area, goes
to the raw material area to load the cargo, and transports the cargo to a machining center.
Then, the machining center starts to process it. After that, this robot will be assigned to
other transport tasks. When the machining center finishes the assigned task, the output
(e.g., processed parts) will then be picked up by one of the available robots and transported
to another machining center or a shelf in the storage zone. This process will iterate until all
tasks are completed.

We examined the performance of our approach in this working scenario with different
numbers of robots and tasks. Moreover, we developed a simulation platform in MATLAB
R2023a. This platform can visualize the layout of the machining centers, storage zones, and
docking zones of the smart factory, and mark out the starting positions and goal positions
of all the transportation tasks. It can also dynamically display the moving paths of the
robot team to verify the feasibility of the proposed approach (e.g., we can observe whether
two robots will collide with each other when performing tasks).

Usually, the quantity of transportation tasks that can be completed per work shift in a
smart factory is limited by the processing capability of the machining centers. Therefore,
we tested 10 to 1000 tasks in this experiment. The initial positions of mobile robots and
the starting and goal positions of tasks are randomly assigned. The assignment of weights
reflects the decision maker’s preference for these objectives. In this experiment, we set wt
to 0.6 or 0.4 and we = 1− wt. The energy consumed by mobile robots is not considered
since it is usually proportional to the transportation time, and is relatively insignificant
compared to the energy consumed by machining centers.
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3.2. Performance Analysis with Small-Scale Problem
3.2.1. Analysis of Success Rate in Generating Feasible Solutions

We first tested the success rate of the proposed approach with small-scale problems.
Here, the success rate is defined as the number of experiments with feasible solutions for
task assignment and the path plans generated divided by the total number of experiments
tested. A total of 20 sets of experiments with the quantity of tasks varying from 10 to
100 and with 5 or 10 robots were generated. The time spent and energy consumed by
machining centers for each task were randomly set as constants.

Figure 6 shows the relationship between success rate and the number of tasks with
different numbers of robots and time limits when comparing our proposed methods
with a popular method for PC-TAPF problems: Sequential Next-Best Assignment Search-
Incremental Slack-Prioritized Search (NBS-ISPS) [4]. In NBS-ISPS, task assignment and
path planning were solved by the NBS solver and ISPS solver, respectively, and inde-
pendently. The time limit means the maximum allowed runtime of the optimization
solver in NBS-ISPS.
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limit = 200 s.

Figure 6 indicates that the success rate of our proposed methods is 100%, while the
success rate of the NBS-ISPS method decreases with an increasing number of tasks, which
implies that the NBS-ISPS method may not be suitable for large-scale problems. When
the number of tasks is n = 50, the success rate seems to be mainly influenced by path
planning, since the ISPS solver sometimes cannot generate feasible solutions within a finite
number of iterations and sometimes reaches no solution. Thus, the ISPS solver itself is
incomplete. When n > 50, the success rate is mainly affected by task assignment. In this
case, the number of tasks n is much larger than the number of robots r, and the NBS solver
may not be able to find a feasible solution in finite time. For example, in Figure 6a, when
n = 80, r = 5(n≫ r), the success rate of NBS-ISPS is only 15%.

By comparing Figure 6a,b, we find that increasing the time limit within a certain range
can improve the success rate of NBS-ISPS. For example, when n = 20, r = 10, and the time
limit is 100 s or 200 s, the success rate of NBS-ISPS is 90% or 95%, respectively. Furthermore,
we examined the effects of different numbers of robots on the success rate, and found
that the success rate of NBS-ISPS grows as the number of robots increases. In summary,
our proposed methods outperform the NBS-ISPS method in terms of success rate with
small-scale problems.

3.2.2. Analysis of Average Time Consumption

Figure 7 shows the average time consumption (tavg) for the whole transportation
and manufacturing process in 20 sets of experiments using our proposed methods and
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the NBS-ISPS method with different numbers of tasks and robots and varying weights.
Baseline means a task will be assigned to a machining center at the time point right after
the last task assigned to this machining center is finished.
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Figure 7 indicates that the average time consumption of the proposed LSS method is
close to that of the NBS-ISPS method. The RSS method performs better than the NBS-ISPS
method, and the Baseline method performs the worst. This is potentially because the
RSS method tries to reduce the total time consumption by reorganizing the processing
sequences of machining centers, while the NBS-ISPS method does not more effectively
account for the time consumed by machining centers. Usually, the time consumed in
smart factories concentrates on the processing of workpieces and parts, while the time
spent transporting materials accounts for a relatively smaller proportion of the total time
consumption. Therefore, the NBS-ISPS method may not be applicable when the time
consumed by machining centers is a main concern.

3.2.3. Runtime Analysis

Figure 8 shows the relationship between the runtime of the NBS-ISPS method (when
time limit = 100 s) and our proposed methods with different numbers of tasks and robots.
In Figure 8a, we can find that the runtime of the task assignment (NBS solver) always
exceeds the time limit, which means that the task assignment can hardly find optimal
solutions within 100 s. In addition, the runtime of the NBS-ISPS method generally grows
as the number of tasks increases. When the number of robots increases from 5 to 10, the
runtime of these methods does not change too much.
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ISPS method with different numbers of robots (r): (a,c) r = 5; (b,d) r = 10. The time limit for the
NBS-ISPS method is 100 s.

By comparing Figure 8a vs. Figure 8c or Figure 8b vs. Figure 8d, we find that the
NBS-ISPS method consumes a significant amount of time, while our proposed methods
only require a very small runtime. For example, when r = 5, n = 60, the runtime of NBS-
ISPS is 147.623 s and the runtime of RSS is only 0.254 s. In real manufacturing conditions,
the runtime for the NBS-ISPS method is almost unbearable. This result also reveals the
practical value of our methods.

3.3. Feasibility Analysis with Large-Scale Problems

Finally, we examined the feasibility of our proposed approach by comparing the total
time and energy consumption of three methods with large-scale problems (200–1000 tasks),
as shown in Figure 9. Since the NBS-ISPS method cannot successfully generate solutions for
large-scale problems (even with an allowed runtime of more than 1000 s), it is not included
in this figure. Here, the total time and energy consumption (TC) are normalized following
Equation (16):

normalized TC =
c− cmin

cmax − cmin
(16)

where c is the time and energy consumed for transportation and processing, and cmax and
cmin are the maximum and minimum sum of time or energy consumed for transporting
and processing.

Figure 9 shows that the total time and energy consumption grow with the number
of tasks, and the RSS method performs better than the LSS method. Both RSS and LSS
outperform the Baseline method for a varying number of robots and tasks.

By comparing Figure 9a vs. Figures 9b and 9c vs. Figure 9d, we can see that when
the Baseline method is adopted, increasing the number of robots will not significantly
reduce the total consumption. For example, when using the Baseline method and n = 1000,
the normalized TC values in Figure 9a,b are 0.923 and 0.911, respectively. However, the
total consumption decreases markedly if the LSS or RSS method is used. When using LSS
with n = 1000, the normalized TC values in Figure 9a,b are 0.819 and 0.761, respectively.
One possible explanation is that when the processing time and energy consumption of
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machining centers are not considered (e.g., in warehousing and logistics scenarios), more
robots will support the faster completion of tasks. However, when the processing time
and energy consumption of machining centers are considered (e.g., in a smart factory
environment), even if the number of robots increases and the tasks can be transported to
machining centers faster, it still takes a certain amount of time for machining centers to
process these tasks. This leads to the queuing of tasks and waiting of robots, and the total
time consumption will not be significantly reduced. However, the LSS or RSS method can
reorganize the processing sequence of tasks in real time, which can alleviate the queuing
issue and reduce the waiting time for robots. Thus, the decrease in TC will be more obvious
when the LSS or RSS method is adopted.
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Figure 9. The relationship between normalized total consumption (TC) and number of tasks (n) for
our proposed methods with different numbers of robots (r), weight of time consumption (wt), and
weight of energy consumption (we): (a) r = 5, wt = 0.6, we = 0.4; (b) r = 10, wt = 0.6, we = 0.4;
(c) r = 5, wt = 0.4, we = 0.6; (d) r = 10, wt = 0.4, we = 0.6.

In addition, by comparing Figure 9a vs. Figures 9c and 9b vs. Figure 9d, we can
observe the influence of different weights of time and energy on the final TC. For example,
if using RSS with r = 5, wt = 0.6, we = 0.4, n = 1000, the normalized TC = 0.732, while
when r = 5, wt = 0.4, we = 0.6, n = 1000, the normalized TC = 0.881. This result indicates
that the advantage of RSS method is more pronounced when the weight of time (wt) is larger.
A possible explanation is that the search of the machining sequence is performed only after
each determination of which machining center is assigned, i.e., the energy consumption
does not vary with the insertion position since we only consider the time consumed by the
machining center without considering the energy consumption during its idle time.

Figure 10 shows the number of searching iterations and runtime of the proposed
methods versus the number of tasks with large-scale problems. Figure 10a indicates that
the number of search iterations increases along with the increasing number of tasks. The
number of search iterations using the RSS method is greater than that using the LSS
method, which can lead to slightly longer computation time, as shown in Figure 10b. We
also checked the generated paths of each robot in a simulation environment developed
with MATLAB 2023a, as shown in Figure 11, and no conflicting paths are found.
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Figure 10. Computational efficiency of proposed methods with 5 robots for large-scale problems:
(a) relationship between number of search iterations and number of tasks (n); (b) relationship between
runtime and number of tasks (n). The Baseline method is not included in (a) because it does not
utilize any searching strategy for assigning tasks, i.e., no search iterations are involved.
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generated paths for mobile robots [28]. The numbers in blue circles and green circles are the indices
of robots and start positions of transportation tasks, respectively.

4. Conclusions

In this paper, we present an integrated task- and path-planning approach for mobile
robots in a smart factory. The basic idea is that in the stage of task assignment, the real
paths for mobile robots are identified and the time and energy consumed by mobile robots
and machining centers are calculated. Then, a greedy strategy in conjunction with the
Looking-backward Search Strategy or Regret-based Search Strategy is used to obtain task
assignments in time series that satisfy the proposed objectives, which enables a joint
efficient solution to be established for both task assignment and path planning. The real
time consumed on the planned paths is used as the basis to adjust and improve the selection
of mobile robots and task assignments, and the precedence constraints between sequential
manufacturing tasks are considered simultaneously.

The performance of our proposed methods is compared with NBS-ISPS, a popular
method for PC-TAPF problems in a simulated factory environment with small-scale prob-
lems. The results show that the success rate of the proposed methods outperforms that of
the NBS-ISPS method, and the average time consumption of the proposed methods is close
to that of the NBS-ISPS method. Moreover, our proposed methods run much faster than
NBS-ISPS, which allows smoother deployment of these methods in real-world scenarios.

We also analyze the feasibility of our proposed methods with large-scale problems. The
results show that the proposed LSS method and RSS method are better than the traditional
method (Baseline) when the number of tasks or robots increases, especially when the
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number of tasks is large. In addition, when the weight of time consumption increases, the
advantage of our approach becomes more noticeable. The proposed approach generally
requires a short computation time, and it can help reduce the idle time of machining
centers and make full use of these resources to improve the overall operational efficiency of
smart factories.

One limitation of this study is that the size of the studied factory is relatively small.
We will examine the reliability and computational efficiency of the proposed approach in a
large-scale factory environment where the planning and scheduling of transportation tasks
for mobile robots can be more difficult. The complex relationship between manufacturing
time and consumed energy will also be considered in future work.
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